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Chapter 1. Motivations

Quantum mechanics is an e↵ective language that is used when we explore the
nature at most fundamental levels. It has applications in almost all the branches of
modern physics, including particle physics, nuclear physics, astrophysical physics,
cosmology, condensed matter physics, etc.

We will introduce a bunch of new concepts beyond those in classical physics,
which makes this a special course. Through this course, hopefully you will excited
to find that quantum mechanics not only successfully explains various natural
phenomena at microscopic distances, but also makes further predictions that have
been verified experimentally.

As the goal of this course, I hope you will

• Understand the basic concepts of quantum mechanics.

• Be able to set up the Schrödinger equation for a physics problem and solve
for the corresponding wavefunctions and energy levels.

• Understand the statistical interpretation of physical observables.

• Understand the structure of the hydrogen atom.

• Understand the idea of spin.

• Be ready for the advanced quantum mechanics courses, PHYS 4707 and 4708.

Let us first set the clock back to the beginning of the 20th century. At that
time, physicists were well trained with the knowledge of classical physics. Here
is a list of things they knew well. First, physicists already understood classical
mechanics, which is used to describe the motion of classical objects. In a nutshell,
they knew how to use Newton’s law ~F = m~a to derive the particle’s position
and momentum of a point-like particle as function of time. Second, the physicists
knww the theory of electromagnetism, the Maxwell’s equations, for describing
physics systems involving electromagnetic forces. Third, the physicists also had the
knowledge of thermal physics and statistical mechanics, developed by Boltzmann
et al, as the law of physics system with many degrees of freedom.

At the same time, there had been many new findings on the experimental
side, thanks to the advancement of technology. These curious physicists wanted to
apply their knowledge of classical physics to explain the experimental results. But
there seemed to be outstanding challenges. As evidence accumulated, they finally
realized that some basic assumptions of classical physics have to be given up, and
in particular, ~F = m~a, fails under certain circumstances.

In this chapter, we will first go through the list of challenges to classical



3

physics, which finally lead to the introduction of quantum mechanics.

1.1. Blackbody Radiation

In thermal physics, blackbody is an object with certain temperature T and
can radiate light at various frequencies. The energy density of the blackbody at
each frequency have been measured experimentally.

There were two empirical formulae for describing blackbody radiation, ob-
tained from the classical physics picture:

• Wien’s law: d⇢ = c1⌫3e�c2⌫/Td⌫, where ⌫ is the frequency, and c1, c2 are two
fitting parameters.

• Rayleigh-Jeans law: d⇢ = (8⇡/c3)kT⌫2d⌫, where c = 3⇥ 108 m/s is speed of
light and k = 1.38⇥ 10�23 J/K is the Boltzmann constant.

Both of them failed to give a complete explanation to the experimental data, as
shown by the black points in the following plot. The Wien’s law (blue curve) give
a good fit at high frequencies, whereas the Rayleigh-Jeans law (magenta curve)
only works for very low frequencies but blows up at high frequencies (the so called
“ultraviolet catastrophe”). This was a big puzzle.

ν
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/d
ν

Fig. 1

To solve this puzzle, in 1900, Max Planck has made an important hypothesis
which allows him to derive a formula that fits well for all the frequencies. In
contrast to the classical physics picture where light is considered as a wave (the
Maxwell equations are the wave equations for light), Planck assumes:

The energy carried by light is quantized (divided in parts). At given
frequency ⌫, the energy carried by each quanta is equal to E⌫ = h⌫.

This is a remarkable assumption. It essentially gives a particle description
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of light, where the quanta (particle carrying quantized energy of light) is often
referred to as the photon. A new constant of nature is introduced here, h, is the
Planck constant,

h = 6.62⇥ 10�34 m2 kg/s . (1)

We consider the blackbody problem with the above assumption. At frequency
⌫, Boltzmann statistics tells us that the probability of finding n photons is pro-
portional to e�nh⌫/kT , where n = 0, 1, 2, . . . . The averaged total energy of photons
at this frequency is

Ē⌫ =

P1
n=0 nh⌫ e

�nh⌫/kT

P1
n=0 e

�nh⌫/kT
=

h⌫

eh⌫/kT � 1
. (2)

To derive the total energy at all frequencies, we need to sum up the degrees
of freedom of light, including wave numbers and polarization. Consider a standing
wave in a one dimensional (1D) box with size Lx, periodic condition requires
kLx = n⇡, where n = 0, 1, 2, c . . . are non-negative integers. Summing over the
possible wave number corresponds to the sum over n. In the large box limit
(Lx ! 1), the corresponding infinitesimal step is dk = �k = ⇡/Lx, where �n = 1
is used. The sum over n thus becomes an integral,

P
n = Lx

⇡

R +1
0 dk = Lx

2⇡

R +1
�1 dk.

It is straightforward to generalize this to the three dimensional case.

As a result, the corresponding phase space of radiation is

2⇥
1

(2⇡)3

Z
d3x

Z
d3k = 2⇥

1

(2⇡)3
V

Z
4⇡⌫2d⌫ , (3)

where the prefactor 2 stands for two possible polarization (left- or right-handed)
degrees of freedom of light. In the second step, we used the wave number ~k =
(2⇡/�)n̂ = (2⇡⌫/c)n̂, where n̂ is the unit vector along the ~k direction. We have
also assumed the blackbody radiation is homogeneous and isotropic.

With Eqs. (2) and (3), we can derive the energy density within the frequency
interval d⌫,

d⇢ = 2

✓
2⇡

c

◆3

⇥
1

(2⇡)3
4⇡⌫2d⌫Ē⌫

=
8⇡h⌫3d⌫

c3
1

eh⌫/kT � 1
.

(4)

This is the famous Planck’s law. It fits the blackbody radiation spectrum very
well. In Fig. 1, the Planck’s law formula corresponds to the black curve which
nicely fits the experimental data at every frequency.

It is interesting to check the asymptotic behavior of Planck’s law.
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• At very high frequencies, h⌫ � kT , we have eh⌫/kT � 1 ' eh⌫/kT , thus
Ē⌫ ' h⌫e�h⌫/kT . This implies the probability of producing n � 1 photons
is Boltzmann suppressed. In this case we obtain the Wien’s law, which also
fixes the parameters c1 = 8⇡h/c3, c2 = h/k.

• At very low frequencies, h⌫ ⌧ kT , we have eh⌫/kT � 1 ' h⌫/kT , thus Ē⌫ '

kT . This implies that the typical energy blackbody can radiate is dictated
by its temperature regardless of the frequency. In this case, the Planck’s law
reduces to the Rayleigh-Jeans law.

The take home message of the above exercise is energy of light is quantized.
The Planck’s law marks the beginning of quantum physics.

1.2. Photoelectric e↵ect

In 1887, Heinrich Hertz observed the photoelectric e↵ect, using the experi-
mental setup sketched below.

As the experimental finding, when a bunch of light is shined on the negative
plate of a capacitor, electrons could absorb the energy of light and be freed from its
binding with the plate. The resulting electron will travel to the positive plate and
lead to a measured current at the ampere meter. This phenomenon only occurs
when the frequency of light is high enough. Otherwise, no matter how long the
light is shed to the plate, no electron will appear.

In 1905, Albert Einstein proposed a theory that explains the photoelectric
e↵ect. He makes use of Planck’s hypothesis where each electron absorbs the energy
of a photon (the quanta of light) for escaping the pate. 1 Assuming that the electron
in the plate has a lower energy than those free ones, by an amount W , only when
the photon energy is higher than W , can the electron be freed and generated the
photoelectric phenomenon. In other words,

⌫ >
W

h
. (5)

1
In principle, there is also the probability for electron to absorb two or more photons, which could

make it more energetic. However, the probability for more than one photon to be absorbed by

the same electron is much more suppressed. This subtlety does not a↵ect Einstein’s explanation.
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Clearly, this is strongly against the classical physics prediction where light is
a continuous wave, in which case if it shines on an electron for long enough, the
electron would accumulate large enough energy and be able to escape the plate
(which does not happen in nature).

The photoelectric e↵ect and its explanation provides a strong support of
Planck’s hypothesis on light quantization.

1.3. Compton Scattering

The Compton scattering experiment was carried out in 1920 which is another
experimental evidence for the particle nature of the photon. In the experiment,
X-ray with certain wavelength � is shed through a metallic foil, resulting in an
through-going X-ray component with the original wavelength �, and a reflected
component which a di↵erent frequency �0. It was found that �0 is always larger
than �, and the larger the reflection angle the larger �0 is.

This phenomenon can be explained in terms of the particle nature of photon,
assuming the light-electron scattering is described by the scattering of a photon
particle carrying energy h⌫ = hc/� with an electron at rest. The process is shown
in the picture below, where the initial (orange line and point) and final (black
lines) state photon, electron energies are labelled, in together with the scattering
angle ✓,'.

E ’

We work out the kinematics based on energy and momentum conservation.

h⌫ +mc2 = h⌫ 0 + E 0 ,

h⌫

c
=

h⌫ 0

c
cos ✓ + p0 cos' ,

h⌫ 0

c
sin ✓ = p0 sin' ,

(6)

where m is the electron mass, and E 0, p0 are the final state electron energy and
momentum, respectively. They satisfy the dispersion relation E 02 = p02c2 +m2c4.

We first use the last two equations to remove the angle ', which leads to
✓
h⌫

c
�

h⌫ 0

c
cos ✓

◆2

+

✓
h⌫ 0

c
sin ✓

◆2

= p02 =
E 02

c2
�m2c2 . (7)
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Next, we replace E 0 using the first equation and get

h⌫⌫ 0(1� cos ✓) = mc2(⌫ � ⌫ 0) . (8)

Using the relation between frequency and wavelength for light, ⌫ = c/�, we finally
obtain

�0
� � =

h

mc
(1� cos ✓) . (9)

Clearly, because | cos ✓|  1, �0 is always larger than �, unless the scattering
occurs at ✓ = 0. In the latter case, there is no momentum transfer between the
photon and electron – the photon simply travels along the original direction and
�0 = � (This is also called forward scattering).

Moreover, for scattering angle 0  ✓  ⇡, we have 1 � cos ✓ � �1. Larger
scattering angle yields smaller cos ✓, and from Eq. (9) leads to larger di↵erence
between �0 and �. These are exactly observed in Compton scattering.

1.4. Particle-Wave Duality

So far we have discussed several experimental findings that support the parti-
cle nature of light. On the other hand, in classical physics, light has been described
as waves because of the interference e↵ect it exhibited. A famous example of light
interference is the double slit experiment carried out by Thomas Young in 1801. A
schematic picture of the experimental setup is shown below. When a plane wave of
light passes through two parallel slits separated by a distance d, one could observe
the interference pattens (bright and dark lines) on the screen behind. This e↵ect
is most significant when the light wavelength � is comparable to d.

In sharp contrast, the interference e↵ect is not observed when � ⌧ d. One
example for this is the sunlight passing through the holes among tree leaves, where
we see bright round spots on the ground that resembles the shape of the sun. In
this case, one simple assume the light is particle-like and travels in straight a line.
The similar description is also used in optics when we describe the image of a
candle behind a converging (diverging) lens.
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The above comparison finally leads to the following dual description of light,
which has both particle and wave nature. When the wavelength of light is com-
parable to (or larger than) the typical length scale of experiment (e.g. distance
between double slits), the wave nature is most important and we must describe
light using the wave equation. Alternatively, when the wavelength of light is much
smaller than the typical experimental length scale, light should be considered as
particles (photons) with energy quantized. The energy of each photon is equal to
h⌫ = hc/�.

I cannot overemphasize the importance of this concept, which goes beyond
classical physics. One must always bear the particle-wave duality in mind when
analyzing natural phenomena, and make comparisons as mentioned above. In
fact, such a duality not only applies to light, but also to all the other elementary
particles, including the electron. The latter will be the focus of quantum mechanics,
and the rest of this course.

1.5. Atomic Lines and the Bohr Model

As mentioned earlier, the beginning of 20th century has witnessed tremendous
improvement in experimental technology. Physicists were able to probe matter at
more fundamental levels. In particular, atoms are found to be not elementary,
but composite with internal structures. Physicists discovered radioactivity, the ↵
(Rutherford in 1899), � (Becquerel in 1896), � (Villard in 1900) decays of nucleus,
where the ↵, �, � particles stand for 4He nucleus, electron, and high energy photon,
respectively. They have also learned to manipulate these particles experimentally.

In 1911, Ernest Rutherford did a very important experiment which is known
as the Rutherford scattering. In the experiment, ↵ particles are directed toward a
gold foil as target. The goal of the experiment is to probe the structure of atoms
by studying the scattering final states. It was found that most of the ↵ particles
simply travel though the target without any deflection, whereas very rare once in a
while, large angle scatterings occur. The latter can be understood as ↵ particle hit
the gold nucleus which is much heavier. The experimental result shows that the
nucleus only fills a very small size compared to atom, 2 and most of the space of
atom is empty. It is the electrons that fill up the ballpark space of an atom and fly
around the nucleus. Therefore, the distribution of electron controls the properties
of atoms. This also explains why in Compton scattering discussed earlier, the
relevant process is photon-electron scattering.

The next big question following Rutherford’s finding is how to describe the
distribution of electrons?

2
More quantitatively, a hydron atom has a radius around 1 Å = 10

�8
cm. In contrast, the radius

of its nucleus (made of a proton) is only around 1 fm = 10
�13

cm.
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Here is another experimental input, called atomic lines. It was found by Jo-
hannes Rydberg back in 1888 that the wavelengths of light emitted by the hydrogen
atom are not continuous but rather follows an empirical formula

1

�
= R

✓
1

m2
�

1

n2

◆
, (10)

where m = 1, 2, 3, · · · , n = 2, 3, 4, · · · are integers and R ⇠ 107 m�1 is the Rydberg
constant. How to explain the discrete wavelength was a puzzle for atomic physics
at that time.

These phenomena are apparently di�cult to explain using classical physics. In
fact, classical physics cannot even provide a consistent picture of atom. It is known
that nucleus have positive electric charge whereas the electric charge of electron
is negative. In classical physics, if the electron is attracted by the nucleus via
the Coulomb force and orbits around the it, the electron will keep radiating away
energy because it is accelerating. Eventually, the electron loses enough energy and
falls onto the nucleus, and the atom will collapse. This does not happen in nature.

The above questions will find their answers in the rest of this course. It took
more than one generation of physicists to fully figure out the theory behind atoms,
which is quantum mechanics. This is a very exciting piece of history.

Let us first review Niels Bohr’s try in 1913, where he took a phenomenological
approach and proposed the Bohr’s model, which lead to a remarkable success. The
basic assumptions of Bohr’s work are

• Electron stays on certain “orbits” around the nucleus with fixed radius r.
The Coulomb’s force balances the centrifugal force

mv2

r
=

e2

4⇡"0r2
, (11)

where v is the orbiting velocity of electron.

• The orbiting of electron leads to an angular momentum, which is quantized

mvr = n~, (n = 1, 2, 3, · · · ) , (12)

where on the right-hand side, ~ = h/(2⇡). The Planck constant is introduced
as the unit of angular momentum quantization.

With the above two assumptions, and Eqs. (11) and (12), we can solve for r
and v

r =
4⇡"0~2
me2

n2 , v =
e2

4⇡"0~
1

n
. (13)

We can further define the binding energy of electron on the n-th orbit

En =
1

2
mv2 �

e2

4⇡"0r
= �

me4

32⇡2"20~2
1

n2
. (14)
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This are already striking results. With one further assumption, this model
can explain the Rydberg formula. The atomic lines are explained as the energy of
radiated photon (quanta of light) when electron when the electron transits from
one orbit (labelled by n) to another orbit (labelled by m), and only one photon is
radiated in the process. This implies

E� = h⌫ = En � Em =
me4

32⇡2"20~2

✓
1

m2
�

1

n2

◆
. (15)

Using ⌫ = c/� and h = 2⇡~, we derive

1

�
=

me4

8⇡2"20h
3c

✓
1

m2
�

1

n2

◆
. (16)

This result has the same form as the empirical Rydberg formula, Eq. (10), and
moreover, we derive the Rydberg constant in terms of constant of nature

R =
me4

8⇡2"20h
3c

. (17)

The above shows how successful the Bohr model was.

This said, the Bohr model has left its assumptions unexplained. It paved
the path forward, but is not yet a fundamental theory of atom. Clearly, Bohr’s
assumptions are not consistent with classical physics. As explained earlier, if the
electron has a well-defined orbit around the nucleus, like in classical physics, there
is no way for it not to undergo electromagnetic radiation continuously and finally
fall to the nucleus. Atoms would not be stable, in contradiction with nature.

Here it is worth noting that the concept of orbit can be defined if electron
is considered as a point-like particle, an object described simultaneously by its
position ~r and velocity ~̇r in classical physics. Once the orbit is defined, a classical
physicist can proceed to solve the Maxwell’s equation to calculate the radiation
rate.

From classical physics point of view, electron is a point-like particle. Even in
today’s experiments, we have not observed any internal structure of the electron.
Moreover, electron carries unit electric charge so we can count the number of
electrons using a Coulomb meter. There seems to be no reason not to assume
electron is a point-like object.

Nonetheless, in order to make sense of Bohr’s model, we have to give up the
concept of orbit. In other words, electron inside the atom cannot be treated as a
point-like particle anymore. By making analogy with the case of light, we could
guess that the electron exhibits the wave nature inside the atom. In a nutshell, the
electron forms a standing wave around the nucleus and this is why atoms could be
stable.
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The continuation along this guess leads to two fundamental concepts in quan-
tum mechanics:

• Heisenberg’s uncertainty principle (1927). It states that we cannot measure
~r and ~̇r of electron in atom simultaneously well. The uncertainty in the
measurements satisfy

�r ·�p �
~
2
, (18)

where ~p = m~̇r. We will give a rigorous definition of �r,�p in Chapter 4.

• de Broglie matter wave (1924). It makes analogy to the case of light and
assumes that electron also has the particle-wave duality. The wavelength of
an electron with momentum p is

� =
h

p
. (19)

Inside atoms, the wave nature of electron is the most important. The size of
atom is comparable to the wavelength of electron.

As we proceed further in this course, you will find that these two important
concepts play their role in every case where the quantum mechanical e↵ect is
relevant.

1.6. The Wave Nature of Electron

Here we discuss two experiments that strongly support the existence of elec-
tron’s wave nature.

The Davisson–Germer experiment was done in 1923 – 27, where electrons are
accelerated to a fixed energy (54 eV) and shed onto a nickel crystal. The reflected
electron flux is observed at di↵erent reflection angles. The result shows interference
e↵ect, which is only explainable if electron is a wave. The experimental setup is
illustrated by the following picture, where the blue dots are the positions of crystal
lattice (nickel nucleus). The lattice spacing is a.

a
<latexit sha1_base64="wqZLPcGml9Og5FDdUdFUNWEF4FE=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlJu2XK27VnYOsEi8nFcjR6Je/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSrlW9i2qteVmp3+RxFOEETuEcPLiCOtxBA1rAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHxKuM6Q==</latexit>

�
<latexit sha1_base64="VRbFNfU2yJrhxTioHNG9u2eQ22g=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2m3btZhN2J0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilVg9HHGm/XHGr7hxklXg5qUCORr/81RvELI24QiapMV3PTdDPqEbBJJ+WeqnhCWVjOuRdSxWNuPGz+bVTcmaVAQljbUshmau/JzIaGTOJAtsZURyZZW8m/ud1Uwyv/UyoJEWu2GJRmEqCMZm9TgZCc4ZyYgllWthbCRtRTRnagEo2BG/55VXSqlW9i2rt/rJSv8njKMIJnMI5eHAFdbiDBjSBwSM8wyu8ObHz4rw7H4vWgpPPHMMfOJ8/pUWPLA==</latexit>

p
<latexit sha1_base64="3TVUvVhhJzL/M3lDmhg2qb0Tymg=">AAAB6HicdVDLSsNAFJ3UV62vqks3g0VwFZIY2rorunHZgn1AG8pketOOnTyYmQgl9AvcuFDErZ/kzr9x0lZQ0QMXDufcy733+AlnUlnWh1FYW9/Y3Cpul3Z29/YPyodHHRmngkKbxjwWPZ9I4CyCtmKKQy8RQEKfQ9efXud+9x6EZHF0q2YJeCEZRyxglCgttZJhuWKZl/Wq41axZVpWzXbsnDg198LFtlZyVNAKzWH5fTCKaRpCpCgnUvZtK1FeRoRilMO8NEglJIROyRj6mkYkBOlli0Pn+EwrIxzEQlek8EL9PpGRUMpZ6OvOkKiJ/O3l4l9eP1VB3ctYlKQKIrpcFKQcqxjnX+MRE0AVn2lCqGD6VkwnRBCqdDYlHcLXp/h/0nFM+8J0Wm6lcbWKo4hO0Ck6RzaqoQa6QU3URhQBekBP6Nm4Mx6NF+N12VowVjPH6AeMt087hY06</latexit>
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We assume that electron is a wave and consider the two paths shown by the
red lines with arrows. Here, the angle between incoming electron direction and the
lattice orientation is ✓. It is straightforward to show that the lower path travels
an extra distance of �L = 2a sin ✓. One would expect constructive (destructive)
interference if �L is integer (half integer) times the electron wavelength. The
constructive interference condition can be written as

sin ✓ =
n�

2a
. (20)

The electron wavelength can be found using de Broglie’s assumption � =
h/p ' h/

p
2mE, where m is electron mass and E = 54 eV. Using the Planck

constant h = 6.62⇥ 10�34 m2 kg/s = 4.1⇥ 10�15 eV s and c = 3⇥ 108 m/s, we find
� ' 2⇥ 10�10 m = 2Å. The lattice spacing is roughly the size of atom, of order Å.
As a result, interference e↵ects are observed at sin ✓ ⇠ O(1).

This is a strong support of the wave nature of electron. However, there is a
subtlety. On could still ask: is each electron wave-like, or many electrons together
forming a wave?

This question was finally addressed by a group of Italian physicists in 1976
in a double-slit experiment using electrons instead of photons. They managed to
send electrons passing through the double slits one by one and record the position
of electron when it reaches the screen (detector). Remarkably, the interference
pattern predicted using the wave language is still found. This beautiful experiment
excludes the possibility of many electrons together forming a matter wave. The
only explanation left is that each individual electron behaves like a wave!

We conclude here by summarizing the particle-wave duality of the electron.

• Whether electron should be described as a particle or wave depends on the
size of experiment. The wave aspect of electron is important if the de Broglie
wavelength of electron is larger than the experimental length scale.

• We use the following quantities to describe the electron wave: ⌫ (frequency),
and � (wavelength).

• We use the following quantities to describe the electron as a particle: E
(energy), and p momentum.

• As the duality, Planck tells us E = h⌫, and de Broglie tells us p = h/�.

1.7. h ! 0 and Classical Limit

Before closing this chapter, let us do a couple of fun exercises to appreciate
how quantum physics is related to a non-zero Planck constant h.
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As the first example, let us consider a pedestrian on the road. We can make
a measurement his/her position and momentum. With the typical size and weight
of human being,

�x ⇠ meter, �p ⇠ meter/second⇥ 100 kg

) �x�p ⇠ 100m2 kg/s
(21)

In contrast, the Planck constant is h = 6.62⇥10�34 m2 kg/s, which is much smaller
than �x�p of human. As a result, quantum mechanical e↵ects are negligible at
this length scale. We do not see much quantum physics in everyday life, and that
is why physicists discovered classical physics first.

Classical physics correspond to the limit h ! 0.

In the second example, we consider the very tiny atom. As some useful quan-
tities to have in mind, 3 the electron in the hydrogen atom features

�x ⇠ Å� 10�10 m,

me ⇠ 10�30 kg,

v ⇠ c/137 ⇠ 106 m/s.

) �x�p ⇠ 10�34 m2 kg/s

(22)

In this case, �x�p is comparable to the Planck constant h, and this is when
quantum mechanical e↵ects become very important.

As a conceptual experiment, if we really want to see the electron clearly inside
the atom (which has a very small size �x), we must shine the electron with light
whose wavelength is smaller than the size of atom. The corresponding photon will
be so energetic that it can easily transfer a large momentum to the electron (�p),
and kick it out of the atom. The smaller �x is, the larger �p would be given to
the electron. Heisenberg’s uncertainty principle, Eq. (18), states that the product
�x�p is always bounded from below.

⌅ The end.

3
You will understand why these numbers are what they are after this course.
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Chapter 2. The Schrödinger Equation

Based on the discussions in the previous chapter, we have learned many exper-
imental evidence for electron having both particle and wave nature. Inside atoms
(small length scales), the wave nature of electron is playing a significant role.

If we accept that electron could behave like a wave, the Newton’s law for
point-like particle cannot be applied to to describe both its ~r and ~̇r simultaneously.
I.e., there is no sharp trajectories of the electron in the atom. We need another
language for it.

Recall the definition of wave in classical physics, it is described by the ampli-
tude function that spreads over the space and evolves with time, f(~r, t). A wave
satisfies certain wave equation. The simplest example is a plane wave moving in one
space dimension, which satisfies the wave equation (@2/@t2�v2@2/@x2)f(x, t) = 0,
where v is the speed of wave propagation. The plane wave solution with a fixed
wavenumber is given by f(x) = A sin(kx � !t + �), where k is the wave number,
! = k/v is the angular frequency, and � is the phase shift parameter. A picture of
plane wave is shown below, at two di↵erent times t = 0 and t = �t. As indicated
by the red arrows, between the two time, the wave (peak and trough) moves to
the right by a phase shift !�t. All these are known in classical physics.

������
x

f(x)

t=0
t=Δt

2.1. The equation

Back in 1924, right after de Broglie’s work was published, in Zürich, Erwin
Schrödinger was suggested by Debye to report on this work, and the latter made
an important comment that “to deal properly with waves, one had to have a wave
equation”. This leads to the discovery of the Schrödinger equation in 1925 as will
be discuss below.

Schrödinger started by making analogy to classical physics, by introducing
the wavefunction  (~r, t), similar to the amplitude of a classical wave. In the case
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of plane wave,
 (x, t) = Aei(kx�!t) . (1)

Here we first work in one space dimension (1D), and make the generalization to
three space dimensions (3D) later. And instead of using sin or cos which are real
functions, the wavefunction  is complex by definition. We will soon see why this
choice is necessary.

When electron is described by a certain wavefunction  , we sometimes also
say that the electron is in the state  .

Next, applying the particle-wave duality as discussed in previous chapter,

k =
2⇡

�
=

2⇡

h/p
=

p

~ ,

! = 2⇡⌫ =
2⇡E

h
=

E

~ ,

(2)

where p and E are the momentum and energy of electron, respectively. We intro-
duce ~ = h/(2⇡) for simplicity. Inserting these relations in Eq. (1), we obtain

 (x, t) = Aei(px�Et)/~ . (3)

For non-relativistic electron v ⌧ c (c is speed of light), it satisfies the disper-
sion relation

E =
p2

2m
. (4)

Together with the plane wavefunction, we can also write
✓
E � p2

2m

◆
 (x, t) = 0 , (5)

which is a trivial multiplication.

Next, taking advantage of the property of exponential, we find the relation

Eei(px�Et)/~ = i~ @
@t

ei(px�Et)/~ ,

pei(px�Et)/~ = �i~ @
@x

ei(px�Et)/~ ,

p2ei(px�Et)/~ = �~2 @
2

@x2
ei(px�Et)/~ .

(6)

With these, we can rewrite Eq. (5) as a di↵erential equation

� ~2
2m

@2

@x2
 (x, t) = i~ @

@t
 (x, t) . (7)

This is the Schrödinger equation for electron as a plane wave (without interactions
or external potential).
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It is important to note that this equation only works if the plane wave is
described by the exponential Eq. (3). Had we used sin or cos functions instead,
Eq. (7) would fail because it involves both single and double derivatives. 1

The next step question is what about electron in an atom. The simplest case
is the hydrogen atom, where the nucleus is made of a single proton. The electron
is not free and cannot be described by a plane wave. Instead, it feels an attractive
Coulomb potential exerted by the proton. There is a potential energy that depends
on the position of the electron. If there is a Schrödinger equation to describe such
an electron, it must properly take into account of the potential energy.

In the 1D case, the Schrödinger equation in the presence of a potential energy
becomes ✓

� ~2
2m

@2

@x2
+ V (x)

◆
 (x, t) = i~ @

@t
 (x, t) . (8)

If the wavefunction were still described by the exponential form Eq. (3) (which is
no true in general anymore), then using Eq. (6), we would obtain the dispersion
relation E = p2/(2m) + V (x). However, this relation only holds for a point par-
ticle in classical physics. It is not appropriate in quantum mechanics because the
Heisenberg uncertainty principle forbids the simultaneous knowledge of x and p.

In contrast, Eq. (8) still holds valid where E and p are no longer numbers but
replaced by the derivative actions on the wavefunction

E ! i~ @
@t

, p ! �i~ @
@x

, p2/(2m) ! �~2 @
2

@x2
. (9)

Eq. (8) is the general Schrödinger equation in 1D. In the case of 3D, the
Schrödinger equation takes the form

✓
� ~2
2m

r2 + V (~r)

◆
 (~r, t) = i~ @

@t
 (~r, t) , (10)

where ~r = (x, y, x) and ~r = (@/@x, @/@y, @/@z) in Cartesian coordinates.

More generally, one should bear in mind that the potential energy function
V could also depend on time t or even include the derivative operator ~r. We will
not consider these possibilities in this course.

The Schrödinger equation is a first-order di↵erential equation with respect to
time. This means that once we know the function  (~r, 0) at time t = 0 (boundary
condition), we can solve the equation to find the form of  (~r, t) at a latter time.

1As we know, for sinx (or cosx), taking derivative twice returns to the original function, up to
a minus sign, but taking derivative once would yield cosx (or sinx).
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2.2. Statistical Interpretation

We will discuss various examples on how to solve the Schrödinger equation
for the rest of this course, but first of all, we need to address what is the physical
meaning of the wavefunction,  (~r, t).

Consider the electron double split experiment again. What is measured in the
experiment is the probability for electron to reach di↵erent positions on the screen.
If the electron is fully described by the wavefunction, so is the corresponding
prediction in probabilities. There must be a relationship between  (~r, t) and the
probability ⇢(~r).

By definition probability is a real number, whereas the wavefunction is com-
plex in general. This suggests

⇢ 6=  . (11)

As a strong evidence, if the double slit experiment is modified by closing one
of the slits, we could measure the new probability of finding electron on the screen,
⇢1 or ⇢2, depending on which of the two slits are left to be open. It is found that
⇢ 6= ⇢1 + ⇢2, due to the interference e↵ect.

The correct explanation of the interference phenomenon is to define

⇢(~r, t) = | (~r, t)|2 ⌘  (~r, t) ⇤(~r, t) . (12)

If the wavefunction for electron passing slit 1 (2) is called  1 ( 2), we have ⇢1 =
| 1|2 and ⇢2 = | 2|2. The total wavefunction when both slits are open is  (~r, t) =
 1(~r, t) + 2(~r, t), thus

⇢ = | 1(~r, t) + 2(~r, t)|2 = ⇢1 + ⇢2 + 2Re( 1 
⇤
2) . (13)

The last term is nonzero and controls the interference e↵ect as seen on the screen.
This naturally explains why ⇢ 6= ⇢1 + ⇢2.

This explanation is also mathematically consistent with the classical physics
explanation of Young’s double slit experiment which sees the interference e↵ect
of light. There, the electromagnetic wave is described ~E and ~B fields, and the
intensity (related to probability) is given by ~E2 + ~B2. ~E and ~B satisfy the wave
equation for light (derived from the Maxwell equations).

As a more careful interpretation, because the space coordinate ~r is continuous,
the quantity ⇢(~r, t) defined in Eq. (12) is actually the probability density. The
probability of find the electron in the infinitesimal volume d3~r is

⇢(~r, t)d3~r = | (~r, t)|2d3~r . (14)

The unitarity condition for probability (i.e., total probability equal to 1) implies
Z

| (~r, t)|2d3~r = 1 . (15)
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This is the statistical interpretation of wavefunction presented by Max Born in
1926.

In quantum mechanics, the relevant question about the electron is no longer
its exact trajectory, but other experimental observables, including the probability
of find the electron at given position and time, the average of operators under
certain electron state (to be defined below), etc. All these information are encoded
in the wavefunction  (~r, t), which evolves according to the Schrödinger equation.
To this end, it is important to know well how to solve this equation for various
physics systems (with di↵erent forms of potential V ). We will start with problems
in 1D as warm up exercises in chapter 3, and then move on to higher dimensions.

2.3. Probability Current

Here let us calculate the time derivative of the probability density ⇢(~r, t) =
| (~r, t)|2. Applying the Schrödinger equation,

d⇢(~r, t)

dt
=  ⇤(~r, t)

d (~r, t)

dt
+

d ⇤(~r, t)

dt
 (~r, t)

=  ⇤(~r, t)
1

i~

✓
� ~2
2m

r2 (~r, t) + V (~r) (~r, t)

◆

+
1

�i~

✓
� ~2
2m

r2 ⇤(~r, t) + V ⇤(~r) ⇤(~r, t)

◆
 (~r, t)

= � ~
2mi

�
 ⇤(~r, t)r2 (~r, t)� (~r, t)r2 ⇤(~r, t)

�

+
1

i~(V � V ⇤) (~r, t) ⇤(~r, t) .

(16)

Assuming the potential to be real, the above can be rewritten as

d⇢(~r, t)

dt
= � ~

2mi
~r ·
⇣
 ⇤(~r, t)~r (~r, t)� (~r, t)~r ⇤(~r, t)

⌘
. (17)

Define the probability current ~j = ~
2mi( 

⇤(~r, t)~r (~r, t) �  (~r, t)~r ⇤(~r, t))
which is a 3-vector, Eq. (17) can be written as

d⇢

dt
+ ~r ·~j = 0 . (18)

There is a nice geometric explanation if we integrate this equation over a space
volume V , Z

V
d3~r

✓
d⇢

dt
+ ~r ·~j

◆
= 0 . (19)
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Apply the Gauss’s law, we obtain

d

dt

Z

V
d3~r⇢ = �

I

S
d ~S ·~j . (20)

The geometry meaning of this equation is shown in the above picture.
R
V d

3~r⇢
can be interpreted as the total probability inside the volume V . The rate for its
change (time derivative) is equal to the net current flowing to the interior of the
surface of this volume ~S. 2 Importantly, when the net current is zero, the total
probability is conserved.

2.4. Concept of Operators

Other than probability, we could construct other physical observables using
the wavefunction. Here it is useful to introduce the concept of “operator” in
quantum mechanics. In Eq. (9), we have already seen a few examples, where
we replace the electron momentum ~p with a derivative operator �i~~r. Such an
operator acts on the wavefunction  (~r, t). Similarly, we also make the replacement
for energy E ! i~@/@t. This is also an operator. To generalize the idea, we can
also consider the multiplication of space coordinate ~r (~r, t) as an operator acting
on  (~r, t). The operator is ~r itself.

We can also define combination of operators introduce above. An important
one is the Hamiltonian operator

Ĥ = � ~2
2m

r2 + V (~r) , (21)

with which the Schrödinger equation can be written as

i~ @
@t
 (~r, t) = Ĥ (~r, t) . (22)

2In E&M, we have learned something similar involving the electric charge and the electric current.
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From now on we will start to use the term “operator” in the discussions.
Concrete examples include

~r, V (~r), ~̂p = �i~~r, Ĥ = ~̂p2/(2m) + V (~r), . . . (23)

2.5. Average of Operators

Given the wavefunction  (~r, t) and an operator Ô, we can evaluate the average
of the operator under the state described by the wavefunction. The rule is

hÔi =
Z

d3~r ⇤(~r, t)Ô (~r, t) . (24)

The e↵ectiveness of this rule can be verified using two examples, Ô = ~r and
~̂p. The average of ~r

h~ri =
Z

d3~r ⇤(~r, t)~r (~r, t) =

Z
d3~r| (~r, t)|2~r , (25)

is obviously what it should be, with | (~r, t)|2 serving as the probability density.

To calculate the average of operator ~̂p, we introduce the Fourier transformation
of the wavefunction, where

 (~r, t) =

Z
d3~p

(2⇡~)3/2
e (~p, t)ei~p·~r/~ , (26)

where e (~p, t) is the wavefunction in momentum space. It controls the probabil-
ity of finding electron with certain momentum ~p (instead of position, we cannot
determine both). The inverse Fourier transformation is

e (~p, t) =
Z

d3~r

(2⇡~)3/2 (~r, t)e
�i~p·~r/~ , (27)

The consistency between the two transformation Eqs. (26) and (27) can be verified
by doing them one after the other,

 (~r, t) =

Z
d3~p

(2⇡~)3/2

 Z
d3~r0

(2⇡~)3/2 (
~r0, t)e�i~p·~r0/~

!
ei~p·~r/~

=
1

(2⇡~)3

Z
d3~r0 (~r0, t)

Z
d3~pei~p·(~r�

~r0)/~

=
1

(2⇡~)3

Z
d3~r0 (~r0, t)(2⇡~)3�3(~r � ~r0)

=

Z
d3~r0 (~r0, t)�3(~r � ~r0)

=  (~r, t) ,

(28)
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where in the second line, we interchanged the order of two integrals; in the third
line we did the d3~p integral by introducing the Dirac’s �-function; and the last step
returns same result as the starting point. This confirms that the transformation
Eq. (26) is indeed the inverse transformation of Eq. (27).

The Dirac’s �-function is a useful mathematical object. It is defined as

�(x� x0) =
1

2⇡

Z
dpeip(x�x0) , (29)

and satisfy the condition that for any function f(x),

Z
dxf(x)�(x� x0) = f(x0) . (30)

As a result,
Z

dx�(x� x0) = 1 . (31)

The value of �(x � x0) is zero anywhere except for the point x = x0. At x = x0,
the value is infinitely large (positive). The form of �-function is illustrated in the
picture below, where one should think the height of the peak is infinitely large and
the width of peak is infinitely narrow.

x

δ(x)

The three-dimensional � function introduced in Eq. (28) is simply the product
of three � functions for each direction,

�3(~r � ~r0) = �(x� x0)�(y � y0)�(z � z0) . (32)

With the above Fourier transformations, we proceed to evaluate the average
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of operator ~̂p,

h~̂pi =
Z

d3~r ⇤(~r, t)(�i~r) (~r, t)

=

Z
d3~r

 Z
d3 ~p00

(2⇡~)3/2
e ⇤(~p00, t)e�i ~p00·~r/~

!
(�i~r)

 Z
d3~p0

(2⇡~)3/2
e (~p0, t)ei~p0·~r/~

!

=

Z
d3~r

 Z
d3 ~p00

(2⇡~)3/2
e ⇤(~p00, t)e�i ~p00·~r/~

! Z
d3~p0

(2⇡~)3/2
e (~p0, t)~p0ei~p0·~r/~

!

=
1

(2⇡~)3

Z
d3 ~p00e ⇤(~p00, t)

Z
d3~p0e (~p0, t)~p0

Z
d3~rei(

~p0� ~p00)/~

=

Z
d3 ~p00e ⇤(~p00, t)

Z
d3~p0e (~p0, t)~p0�3(~p0 � ~p00)

=

Z
d3~p0|e (~p0, t)|2~p0

(33)

Making analogy with Eq. (25), it become clear that in the last line |e (~p0, t)|2 can be
interpreted as the probability density of finding electron having three-momentum
~p0 in the momentum space.

2.5. Ehrenfest Theorem

The theorem is named after Paul Ehrenfest’s work in 1927, which evaluates
the time evolution of the h~̂ri, h~̂pi averages.

We first calculate the time derivative of h~̂ri, where d/dt acts on the wavefunc-
tions and we apply the The Schrödinger equation,

dh~̂ri
dt

=
d

dt

Z
d3~r ⇤(~r, t) ~r  (~r, t)

=

Z
d3~r

✓
 ⇤(~r, t)~r

d (~r, t)

dt
+

d ⇤(~r, t)

dt
~r (~r, t)

◆

=

Z
d3~r

⇢
 ⇤(~r, t)~r

1

i~

✓
� ~2
2m

r2 (~r, t) + V (~r) (~r, t)

◆

+
1

�i~

✓
� ~2
2m

r2 ⇤(~r, t) + V ⇤(~r) ⇤(~r, t)

◆
~r (~r, t)

�

= � ~
2mi

Z
d3~r ~r ~r ·

✓
 ⇤(~r, t)~r (~r, t)� (~r, t)~r ⇤(~r, t)

◆

= � ~
2mi

Z
d3~r@j

⇢
~r ( ⇤(~r, t)@j (~r, t)� (~r, t)@j ⇤(~r, t))

�(@j~r) ( 
⇤(~r, t)@j (~r, t)� (~r, t)@j ⇤(~r, t))

�
,

(34)
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where we assume the potential term is real. In the last two steps, we integrate by
parts, where j = x, y, z.

Next, we turn the integration of total derivative into a surface integral, and
make a further assumption that on the surface with ~r ! 1, the wavefunction
vanishes  (1) ! 0. This allows us drop the surface integral and write

dh~̂ri
dt

= � ~
2mi

⇢I

1
dSj~r ( ⇤(~r, t)@j (~r, t)� (~r, t)@j ⇤(~r, t))

�
Z

d3~r(@j~r) ( 
⇤(~r, t)@j (~r, t)� (~r, t)@j ⇤(~r, t))

�

=
~

2mi

Z
d3~r(@j~r)

✓
 ⇤(~r, t)@j (~r, t)� (~r, t)@j ⇤(~r, t)

◆
.

(35)

Using @j~ri = �ij, we get

dh~̂ri
dt

=
~

2mi

Z
d3~r

✓
 ⇤(~r, t)~r (~r, t)� (~r, t)~r ⇤(~r, t)

◆
. (36)

We can perform another integration by parts for the second term and drop the
surface term. It leads to

dh~̂ri
dt

=
1

m

Z
d3~r ⇤(~r, t)(�i~~r) (~r, t)

=
1

m

Z
d3~r ⇤(~r, t)~̂p (~r, t)

=
h~̂pi
m

(37)

The resulting relationship, dh~̂ri/dt = h~̂pi/m has a classical physics correspon-
dence. In the (h ! 0) limit where the particle nature of electron is most important,
we can interpret h~̂ri and h~̂pi as the position and momentum of a point-like electron.
Clearly, p = mv = mdx/dt holds in classical physics. On the other hand, when
the wave nature of electron becomes important, we lose the definition of point-like
particle. However, we can still talk about the operator average of position and
momentum of the electron wave, and the relationship retains certain similarity to
that in classical physics.
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Next, we calculate the time derivative of h~̂pi in a similar fashion.

dh~̂pi
dt

=
d

dt

Z
d3~r ⇤(~r, t) ~̂p  (~r, t)

=

Z
d3~r

✓
 ⇤(~r, t)(�i~~r)

d (~r, t)

dt
+

d ⇤(~r, t)

dt
(�i~~r) (~r, t)

◆

=

Z
d3~r

⇢
 ⇤(~r, t)(�~r)

✓
� ~2
2m

r2 (~r, t) + V (~r) (~r, t)

◆

+

✓
� ~2
2m

r2 ⇤(~r, t) + V (~r) ⇤(~r, t)

◆
~r (~r, t)

�
.

(38)

For the first term on the second line (in red color), we integrate by parts twice to
let all the derivatives act on  (~r, t). This yields

dh~̂pi
dt

=

Z
d3~r

⇢
~2
2m
 ⇤(~r, t)~rr2 (~r, t)� ⇤(~r, t)~r

✓
V (~r) (~r, t)

◆

� ~2
2m
 ⇤(~r, t)r2~r (~r, t) + V (~r) ⇤(~r, t)~r (~r, t)

�
.

(39)

Clearly, the two terms in blue color exactly cancel with each other. We can make
a further simplification by expanding the derivative in the first line of Eq. (39),
~r (V (~r) (~r, t)) = (~rV (~r)) (~r, t) + V (~r)~r (~r, t), and get

dh~̂pi
dt

= �
Z

d3~r ⇤(~r, t)~r
✓
V (~r)

◆
 (~r, t)

= �
D
~rV (~r)

E
.

(40)

Like Eq. (37), there is also a classical physics correspondence if we take the
point-like particle limit for electron (h ! 0). In classical physics, the left-hand
side reduces to the acceleration dp/dt = ma. Then the right-hand side need to
be the force (recall F = ma), derivative of the potential at the particle’s position.
Using the above language, it should take the form

� ~rV
⇣
h~ri
⌘

. (41)

Clearly, Eq. (41) is not strictly equal to Eq. (40). Only in the point-like particle
limit, they approach to each other.

When the wave nature of the electron is important, the Eq. (40) derived above
goes beyond the scope of classical physics. The fact that dh~̂pi/dt = �h~rV (~r)i 6=
~rV (h~ri) indicates the break down of classical description of the electron when it
is no longer particle like.
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Eqs. (37) and (40) are called the Ehrenfest theorem. They are useful for
calculating the time evolution of average position and momentum of the electron
(as a wave) in quantum mechanics.

2.6. Time-independent Schrödinger Equation and Stationary State

Let us take a closer look at the Schrödinger equation

i~ @
@t
 (~r, t) = Ĥ (~r, t) . (42)

We assume that the Hamiltonian operator does not explicitly depend on time t.
In this case, it is possible to factorize the ~r and t dependences in the wavefunction,

 (~r, t) =  (~r)f(t) . (43)

To show this, we insert Eq. (43) into the Schrödinger equation and get

i~ (~r) @
@t

f(t) = f(t)Ĥ (~r) , (44)

or

i~ 1

f(t)

@

@t
f(t) =

1

 (~r)
Ĥ (~r) , (45)

Interestingly, the left-hand side of Eq. (45) only depend on time the time variable
t, whereas the right-hand side only depends on the space coordinate ~r. It is valid
for any t or ~r. The only way for this equation to hold is if both sides are equal to
a constant of t and ~r, which is denoted by E. This observation leads to equations,

i~ @
@t

f(t) = Ef(t) ,

Ĥ (~r) = E (~r) .
(46)

The first equation is easy to solve, which gives

f(t) = f(0)e�iEt/~ . (47)

This allows us to write

 E(~r, t) =  E(~r)f(0)e
�iEt/~ =  E(~r, 0)e

�iEt/~ . (48)

Here we added a subscript e to remember that the solution is related to the
constant E introduce above. In this case,  E(~r, t) is often called a stationary
state. Although evolving with time, its energy always remains in tact.

The second equation of (46) is an eigenvalue equation for the Hamiltonian
operator. It is an ordinary di↵erent equation. It is also a linear equation, which
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in general can be solved to derive the form of the spatial part of the wavefunction
 (~r). Because the Hamiltonian operator is the sum of kinetic energy and potential
energy operators, the physical meaning of E is nothing but the total energy of the
electron in state  E(~r, t).

Given a specific Hamiltonian Ĥ, the possible values of energy E is not unique.
A given physics system (with certain form of the potential term V ) could have
di↵erent states with di↵erent energy eigenvalues. All these information can be
found by solving Ĥ (~r) = E (~r). See upcoming chapters for explicit examples.

2.7. Superposition of States

If E is an eigenvalue of the Hamiltonian operator Ĥ, we showed above that

 E(~r, t) =  E(~r)e
�iEt/~ , (49)

is a solution to the original time-dependent Schrödinger equation. However, this
is not yet the general form of wavefunction.

The Hamiltonian could have more than one eigenvalue and eigenstates, Ei

and  i, where i = 1, 2, 3, . . . . A general wavefunction can be a linear combination
(superposition) of these states,

 (~r, t) =
X

i

ci i(~r)e
�iEit/~ , (50)

where ci are complex coe�cients. They are properly chosen so that the wavefunc-
tion is properly normalized.

As an explicit example, we consider two energy levels E1 and E2, and the
wavefucntion

 (~r, t) = cos ✓ 1(~r)e
�iE1t/~ + sin ✓ 2(~r)e

�iE2t/~ . (51)

The corresponding probability density of find electron at position ~r at time t is

⇢(~r, t) = | (~r, t)|2

= cos2 ✓| 1(~r)|2 + sin2 ✓| 2(~r)|2 + 2Re
�
cos ✓ sin ✓e�i(E1�E2)t/~

�

= cos2 ✓| 1(~r)|2 + sin2 ✓| 2(~r)|2 + 2 1(~r) 2(~r) cos ✓ sin ✓ cos[(E1 � E2)t/~] ,
(52)

where it is assumed that  1,2(~r) are real functions for simplicity.

Due to the presence of last term, for E1 6= E2, the probability density is an
oscillating function of time.
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In this classical limit ~ ! 0, the cosine term above becomes very fast oscillat-
ing. Experimentally, we could only measure the time averaged e↵ect of this term, 3

which is 0. In this case, quantum e↵ect disappears (or is not manifest).

This implies, if we want to observe the quantum mechanics e↵ect, we must
design the experiment with su�ciently small energy di↵erence E1 � E2 such that
we have enough time to make the probability measurement. In the extreme limit
E1 = E2, ⇢ becomes time independent. One can do the experiment as slowly as
he/she wants and still obtain the same result reliably.

The time-dependent probability is a pure quantum mechanical e↵ect and has
wide applications in modern physics. A famous example is the neutrino oscillation
phenomenon (Nobel Prize Physics 2015).

⌅ The end.

3Experimental results are always the one averaged over the smallest time interval between which
you can check your watch.



Chapter 3. Solving 1D Problems

In this chapter, we solve several 1D Schrd̈ionger equation problem, for di↵erent
physics setups, i.e., forms of potential V . These exercises will give an idea of
what are most relevant quantities in the context of quantum mechanics, and how
to derive them using the wavefunctions. We will also discuss the implication of
the Heisenberg uncertainty principle using a concrete example. Finally, these 1D
problems serve as a warm up for solving the 3D Schrödinger equation that is
relevant for the hydrogen atom.

First of all, we present a few simple and useful theorems, which apply not
only in 1D but also for higher dimensions.

• If  (x) is a statetionary state solution to the Schrödinger equation (assuming
the potential is real)

✓
�

~2
2m

d2

dx2
+ V (x)

◆
 (x) = E (x) . (1)

then  ⇤(x) is also the solution to the same equation.

• For given energy eigenvalue E, there is always a real wavefunction solution
to the Schrödinger equation. Given the first theorem, clearly we can take the
linear combinations

'(x) = c1( (x) +  ⇤(x)), �(x) = �ic2( (x)�  ⇤(x)) , (2)

where the coe�cients c1,2 are real numbers chosen to make the wavefunctions
properly normalized. Both are real functions and weigenfunctions of Ĥ with
energy E.

• If the potential term is invariant under parity transformation V (x) = V (�x)
and  (x) is a solution to the with energy E, then so is  (�x) with the
same energy E. This can be easily verifies by defining x0 = �x in the
above Schrödinger equation. This also implies that we can take the linear
combinations

f(x) = c1( (x) +  (�x)) , g(x) = c2( (x)�  (�x)) , (3)

such that f(�x) = f(x), g(�x) = �g(x). They are called parity even and
odd wavefunctions, respectively. Again, the coe�cients c1,2 are chosen to
make the wavefunctions properly normalized.

3.1. Infinite Square Well and Bound States
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In the first 1D problem, the electron lives in an infinite square well, with a
potential of the form

V (x) =

8
<

:

+1 x < �a
0 �a  x  a

+1 x > a
(4)

as shown in the following plot.

Outside the potential well, V = +1. If we are interested in finite energy
solution to the Schrödinger equation, Eq. (1), the only possibility is that  (x) = 0
for x > a or x < �a. The wavefunction of the electron is only nonzero within the
potential, which is called a bound state. It also implies that at the boundary of
the well,

 (a) =  (�a) = 0 . (5)

Inside the potential well, the potential vanishes, thus the time-independent
Schrödinger equation becomes

�
~2
2m

d2

dx2
 (x) = E (x) . (6)

This is the free electron equation. Generic forms of its solutions are

 (x) = A sin(kx) + B cos(kx) , (7)

or
 (x) = Aeikx +Be�ikx , (8)

for �a  x  a, where

k =

r
2mE

~2 . (9)
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We can proceed with either Eq. (7) or (8). Here we choose to proceed with
Eq. (7), motivated by that the potential considered here is even under parity.
The sine and cosine functions remain invariant up to a sign under the parity
transformation.

Applying the boundary conditions Eq. (5), we obtain

A sin(ka) + B cos(ka) = 0 ,

�A sin(ka) + B cos(ka) = 0 .
(10)

Both condition must hold implies that both A sin(ka) or B cos(ka) must be zero.
We are not interested in the case where A = B = 0 because the corresponding
wavefucntion is trivially 0. The alternatively choices are

case 1 : A = 0, cos(ka) = 0 ,

case 2 : B = 0, sin(ka) = 0 .
(11)

We consider these two cases separetely.

In case 1,  (x) = B cos(kx), where k is given by Eq. (9). The requirement
cos ka = 0 then implies

ka =

r
2mE

~2 a =

✓
n+

1

2

◆
⇡ , (12)

where n is any integer.

Interestingly, this implies that the energy eigenvalue E must be discrete (quan-
tized)

En =

�
n+ 1

2

�2
⇡2~2

2ma2
=

(2n+ 1)2 ⇡2~2
8ma2

. (13)

We are still yet to determine the coe�cient B, which is fixed by the normal-
ization condition of the wavefunction,

1 =

Z a

a

dx| (x)|2 = |B|
2

Z a

a

dx cos2(kx) = |B|
2

Z a

a

dx
1 + cos(2kx)

2

=
|B|

2

2

✓
2a+

sin(2ka)� sin(�2ka)

2k

◆
= |B|

2a .

(14)

This implies |B| =
p

1/a (we drop the arbitrary phase which is not physical). The
wavefunction in this case is

 n =

r
1

a
cos

 r
2mEn

~2 x

!
=

r
1

a
cos

✓
(n+ 1/2)⇡x

a

◆
. (15)

The corresponding energy eigenvalue is given by Eq. (13).
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In case 2, the wavefunction is  (x) = A sin(kx), and sin(ka) = 0 implies

ka =

r
2mE

~2 a = n⇡ , (16)

where n is any integer.

Again, this implies energy quantization

En =
n2⇡2~2
2ma2

=
(2n)2 ⇡2~2

8ma2
. (17)

The corresponding wavefunction is

 n =

r
1

a
sin
⇣n⇡x

a

⌘
. (18)

Clearly, in this case, we are not interested in n = 0 otherwise the wavefunction is
again 0 everywhere.

Summarizing the energy spectrum Eqs. (13) and (17), we can write in general

EN =
N2⇡2~2
8ma2

, (19)

where N = 1, 2, 3, · · · . When N is an odd (even) integer, the corresponding wave-
function is parity even (odd).

The following picture illustrates the energy levels and shape of wavefunctions
for the infinite square well. EN is plotted in unit of ⇡2~2/(8ma2).

-a a

1

4

9

16

x

E
N
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3.2. Finite Square Well

Next, we consider the finite square well problem, with a potential of the form

V (x) =

8
<

:

V0 x < �a
0 �a  x  a
V0 x > a

(20)

as shown in the following plot.

We consider the bound state solution of the finite square well, with energy
0 < E < V0, and the wavefucntion.

We first consider outside the potential well, with |x| > a. In this region the
Schrödinger equation is

�
~2
2m

d2

dx2
 (x) = �(V0 � E) (x) . (21)

Because V0 is a constant and V0 > E, the general solution is

 (x) = Ae��x +Be�x , (22)

where

� =

r
2m(V0 � E)

~2 . (23)

Requiring the wavefunction to be finite everywhere including x ! ±1, we obtain

 (x) =

⇢
Ae��x x < �a
Be�x x > a

(24)

The wavefunction damps to zero at x ! ±1. By definition, a bound state is
localized near some finite value of x.

Inside the potential well, the Schrödinger equation is

�
~2
2m

d2

dx2
 (x) = E (x) , (25)
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which is the same equation as the infinite square well problem for �a  x  a. As
we already learned earlier, because the potential is parity invariant, we can choose
the wavefunction to be even or odd under parity, with forms

 (x) = C sin(kx) or C cos(kx) , (26)

where

k =

r
2mE

~2 . (27)

We will discuss these two cases separately.

The next step is to match the wavefunction forms at the boundary of potential
x = ±a. Here are two important requirements to satisfy

• Wavefunction must be continuous and finite anywhere, so is the correspond-
ing probability distribution.

• The first derivative of the wavefunction is continuous even if the potential
has a jump, as long as the jump is not infinitely large. This can be shown
by integrating the general Schrödinger equation Eq. (1) between the interval
from x = a � " to x = a + ", assuming at x = a the potential has a non-
continuity �V ,

�
~2
2m

⇣
 0(a� ")�  0(a+ ")

⌘
+"
⇣
V (a� ") + V (a+ ")

⌘
= 2"E (a) . (28)

Taking the limit " ! 0 and use the fact that the energy E, wavefunction,
and potential V (x) are all finite, we get

lim
"!0

⇣
 0(a� ")�  0(a+ ")

⌘
! 0 . (29)

We apply the above two conditions to the matching in the finite square well
problem.

In case 1, we consider  (x) = C cos(kx) for �a  x  a. At x = a, the
matching conditions are

Ae��a = C cos(ka) ,

��Ae��a = �kC sin(ka) .
(30)

The matching conditions at x = �a give the same equations. Diving both sides of
these two equations, we obtain

� = k tan(ka) . (31)

In addition, from the original definitions of k and �, they satisfy

�2 + k2 =
2mV0

~2 . (32)
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With Eqs. (31) and (32) we can solve for � and k. To make a further simpli-
fication, we define ⇠ = ka, ⌘ = �a. They satisfy the equations

⇠ tan ⇠ = ⌘ ,

⇠2 + ⌘2 =
2mV0a2

~2 .
(33)

We plot these two equations in the ⌘ versus � plane. The blue curves corre-
sponds to ⌘ = ⇠ tan ⇠, whereas depending on the value of 2mV0a2/~2, the condition
⇠2 + ⌘2 = 2mV0a2/~2 corresponds to the circles with di↵erent radii.

0 1 2 3 4 5
0

1

2

3

4

5

ξ

η

The intersections between the two curves indicates the allowed values of ⌘, ⇠,
or k and �, and in turn the allowed energy eigenvalue E. Clearly, there is always
at least one intersection point.

For
p

2mV0a2/~2 < ⇡, there is only one solution. The corresponding values
of ⇠, ⌘ has to be solved numerically. We discuss some qualitative features here.
Following the assumption that E < V0, and the definition of k in Eq. (27), we find
ka < ⇡. This tells that inside the potential well, �a  x  a, the wavefunction
C cos(ka) only covers less than half of the period of cosine function. Thus the
wavefunction must take the following form. It is parity even.

a-a
x

ψ
(x
)
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It is interesting to examine the V0 ! +1 limit, in which case we recover
the infinite square well. In this case, ⌘ ! +1, and the first equation of Eq. (33)
reduces to ⇠ tan ⇠ = +1, which is satisfied if

⇠ =

✓
n+

1

2

◆
⇡ ) En =

⇡2~2
2ma2

✓
n+

1

2

◆2

. (34)

This limiting result is consistent with what was found in Eq. (13).

In case 2, the wavefunction is parity odd, and has the form  (x) = C sin(kx)
for �a  x  a and the matching conditions at x = a are

Ae��a = C sin(ka) ,

��Ae��a = kC cos(ka) .
(35)

Again, defining ⇠ = ka, ⌘ = �a we obtain

⌘ = �⇠ cot ⇠ , (36)

along with the circle condition

⇠2 + ⌘2 =
2mV0a2

~2 . (37)

The intersection of curves represented by Eqs. (36) and (37) is shown in the
plot below.

0 1 2 3 4 5 6 7
0

1

2

3

4

5

6

7

ξ

η

Clearly, in this case, the existence of an intersection point is not guaranteed.
For example, if the circle is small (like the orange one), there is no intersection, thus
no solution to parity odd wavefunction. The condition for parity odd wavefunction
to exist is r

2mV0a2

~2 >
⇡

2
, or V0 �

⇡2~2
8ma2

. (38)
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The potential barrier must be high enough for such solutions to exist. The plot
below shows an example of the parity odd wavefunction.

a-a
x

ψ
(x
)

Again it is interesting to examine the V0 ! 1 (⌘ ! 1) limit. In this case,
Eq. (36) implies cot ⇠ = �1, thus

⇠ = n⇡ ) En =
n2⇡2~2
2ma2

, (39)

which is consistent with the result in Eq. (17).

In summary, the finite square well can accommodate two class of wavefunc-
tions, which are parity even or odd. There is always at least one parity even
state, whereas the potential barrier needs to be su�ciently high (see Eq. (38)) in
order for the parity odd state to exist. We did not discuss the derivation of coe�-
cients A (or B) and C in the wavefunctions, which is straightforward by requiringR +1
�1 dx| (x)|2 = 1. The integral is will not blow up because  (x) approaches to
zero exponentially as x approaches to plus or minus infinity.

3.3. 1D Harmonic Oscillator

The harmonic oscillator problem is very an important example. Indeed, the
study of theoretical physics involves solving the harmonic oscillator problem many
times using various methods.

The potential for 1D harmonic oscillator takes the form

V (x) =
1

2
kx2 . (40)

Let us first have a telegraphic review of how we solved the harmonic oscillator
problem in classical physics. Assuming the electron is a point particle described by
is position x and velocity ẋ simultaneously, we obtain the force from the potential
F = �dV/dx = �kx. Using Newton’s law, F = ma, we get mẍ = �kx. The
general solution is x = A sin(!t + �), where ! =

p
k/m, A is the amplitude of
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the oscillation, and � is a phase shift depending on the initial condition. With this
solution we can derive the total energy of the harmonic oscillator, which is the sum
of kinetic and potential energies, E = 1

2mẍ + 1
2kx

2 = 1
2m!

2A2. Because A is a
free parameter, we can change it continuously, and make it as small as possible in
classical physics. We are allowed to set A = 0, which simply means the oscillator
has no motion, thus E = 0.

Next, we will see the above picture changes drastically in quantum mechanics.

The time-independent Schrödinger equation in this case is

�
~2
2m

d2

dx2
 (x) +

1

2
m!2x2 (x) = E (x) . (41)

A picture of the potential is shown in the picture above. Clearly, at infinity x !

±1, the potential energy blows up, implying that the wavefunction there must
vanish,

 (x ! ±1) ! 0 . (42)

Physically, it means that the probability of finding the electron at infinity is zero.

We first simplify this equation by defining ⇠ =
p

m!/~ x and � = 2E/~!,
and divide each term in Eq. (41) by a factor of �~!/2. Using d2

d⇠2 = ~
m!

d2

dx2 , we get

d2

d⇠2
 + (�� ⇠2) = 0 . (43)

There is no obvious solution to this equation. We first examine the asymptotic
behavior of this equation. For ⇠ ! ±1, the above equation is approximately,

d2

d⇠2
 � ⇠2 ' 0 . (44)

The approximately solution to this equation is

 ' Ce±⇠2/2 . (45)
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We must keep the minus sign in the exponential for  to remain finite.

We then define
 = e�⇠2/2u(⇠) , (46)

which holds for all ⇠, and plug it into general equation Eq. (43) to derive the
equation for u(⇠)

d2u

d⇠2
� 2⇠

du

d⇠
+ (�� 1)u = 0 . (47)

This is a special equation called the Hermite’s equation. It can be solved with the
series expansion of u(⇠)

u(⇠) =
1X

j=0

cj⇠
j . (48)

This allows us to derive

⇠
du

d⇠
=

1X

j=0

jcj⇠
j ,

d2u

d⇠2
=

1X

j=0

j(j � 1)cj⇠
j�2 =

1X

j=2

j(j � 1)cj⇠
j�2 =

1X

j0=0

(j0 + 1)(j0 + 2)cj0⇠
j0 ,

(49)

where in the last step, we introduced j0 = j � 2. Plugging these expansions in
Eq. (47), we derive the recursion relation

cj+2 =
2j � �+ 1

(j + 1)(j + 2)
cj . (50)

For general values of �, u(⇠) is still an infinite series.

To make progress, we consider again the |⇠| ! 1 behavior of the function
u(⇠). As an infinite series, it typically blows up at |⇠| ! 1. This can be understood
with the following argument. At large ⇠, the sum is dominated by high power terms
with j � 1. For very large j, the recursion relation becomes approximately

cj+2 '
1

(j/2)
cj . (51)

This behavior implies that at very lager ⇠,

u(⇠) ⇠
1X

j

1

(j/2)!
⇠j =

1X

j0

1

j0!
⇠2j

0
= e⇠

2
. (52)

This is an approximation because it works well for j � 1 but is not exact for
j ⇠ O(1). But it is a su�ciently good approximation because the sum, if infinite,
is dominated by the large j terms.
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Plugging Eq. (52) back in Eq. (47), we find that  ' e⇠
2/2 will blow up at

⇠ ! 1 (or x ! 1). This is clearly not the desired behavior for a wavefunction.
The only way out is to make u(⇠) a polynomial. In other words, the sum over j in
Eq. (48) does not go to j ! 1 but is truncated at a term with finite powers of ⇠.

Observing the recursion relation Eq. (50), we find this is possible for special
choices of � values

� = 2n+ 1 , (n = 0, 1, 2, · · · ) . (53)

Remember that � is related to the energy eigenvalue E, the above condition implies
that the energy spectrum of 1D harmonic oscillator is also quantized,

En =
~!
2
� = ~!

✓
n+

1

2

◆
. (54)

The corresponding finite series u(⇠) with the sum over j from 0 up to n is the
Hermite polynomial. It has the general form

Hn(⇠) = (2⇠)n � n(n� 1)(2⇠)n�2 +
n(n� 1)(n� 2)(n� 3)

2!
(2⇠)n�4

+ · · ·+ (�1)[n/2]
n!

[n/2]!
(2⇠)n�2[n/2] .

(55)

where [n/2] = n/2 for n as an even integer, and [n/2] = (n� 1)/2 for n as an odd
integer. The Hermite polynomial satisfies the normalization condition

Z +1

�1
d⇠e�⇠2Hm(⇠)Hn(⇠) =

p
⇡2nn!�mn . (56)

With the Hermite polynomial, we can derived the properly normalized wave-
function for 1D harmonic oscillator

 n(x) =
⇣m!
⇡~

⌘1/4 1
p
2nn!

Hn

⇣p
m!/~ x

⌘
e�

m!
2~ x2

. (57)

For the ground state n = 0, we have the energy eigenvalue

E0 =
1

2
~! , (58)

and the wavefunction

 0(x) =
⇣m!
⇡~

⌘1/4
e�

m!
2~ x2

. (59)

This result is in sharp contrast to classical physics expectation. We find a
non-zero lowest energy for 1D harmonic oscillator. Quantum mechanics forbids
the continuous reduction of the oscillation amplitude to as small as we want.
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3.4. The Role of Heisenberg Uncertainty Principle

The Heisenberg uncertainty principle (�x�p � ~/2) plays an important role
in understanding the above result for 1D harmonic oscillator. Early on, we have
introduced �x and �p as the uncertainties in the position and momentum mea-
surements. Here we give a strict definition of them.

(�x)2 =
⌦
(x̂� hx̂i)2

↵
,

(�p)2 =
⌦
(p̂� hp̂i)2

↵
,

(60)

where hÔi means taking average of an operator Ô under certain state.

Let us consider the ground state of 1D harmonic oscillator. The wavefunction
is given by Eq. (59). It is an even function of x. Clearly, hxi = 0. It is also easy
to verify that hp̂i = 0. Therefore,

�x =
p

hx̂2i =

sZ +1

�1
dxx2

⇣m!
⇡~

⌘1/2
e�

m!
~ x2

=
~

2m!
,

�p =
p

hp̂2i =

sZ +1

�1
dx
⇣m!
⇡~

⌘1/2
e�

m!
2~ x2

✓
�i~ d

dx

◆2

e�
m!
2~ x2

=
m~!
2

,

(61)

This leads to
�x�p = ~/2 , (62)

which marginally satisfies the uncertainty principle.

Physically, we can understood this result as the following. If we reduce the
amplitude of oscillation, controlled by �x, to su�ciently small values, the uncer-
tainty principle implies that the uncertainty in �p is large. In other words, the
kinetic energy is large. It is impossible to make both the potential energy and ki-
netic energy as small as we want. E↵ectively, this interplay leads to a lower bound
on the energy, E0 > 0.

3.5. Plane Wave and Normalization

Here we consider the very simple case of free Schrödinger equation, with V = 0
for all x,

�
~2
2m

d2

dx2
 (x) = E (x) . (63)

As discussed in chapter 3.1, we can adopt either Eq. (7) or (8) as the solution to
this equation. Here we consider the exponential form,

 (x) = Ce±ipx/~ , p =
p

2mE . (64)
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Combining this with the time-dependent factor, the full wavefunction takes the
form

 (x, t) =  (x)e�iEt/~ = Cei(±px�Et)/~ . (65)

For ± sign, this could be interpreted as a plane wave propagating to the ±x̂
direction.

In contrast, if we choose the sine and cosine forms for the stationary state,
they correspond to standing wave solutions.

In the absence of a potential energy at x ! ±1, it is more meaningful to
consider the propagating wave solutions because there is no boundary for holding
any standing wave.

Let us proceed to consider the plane wave moving in the +x̂ direction

 (x) = Ceipx/~ . (66)

We are interested in finding its coe�cient C. If we use the normalization condition
as before, Z +1

�1
dx| (x)|2 = 1 , (67)

we find that the integral on the left-hand side is actually infinite in this case,

Z +1

�1
dx|C|

2 = +1⇥ |C|
2 , (68)

which would require C = 0. It seems we are running into trouble here.

The consistent solution is to regularize the integral by considering the inte-
gration over a 1D box �L/2  x  L/2, and let L ! +1 later. In this case, we
have Z L/2

�L/2

dx| (x)|2 = 1 ) |C| =

r
1

L
. (69)

Therefore, the plane wavefunction is

 (x, t) =

r
1

L
eipx/~ . (70)

Of course, if we set L ! +1 this wavefunction still vanishes. However, in
quantum mechanics, we are interested in physical quantities that are measurable.
We do not directly measure the wavefunction. Instead, we could measure the
average of operators under a given wavefunction. These quantities are still well
defined.
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For example, if we evaluate the average of momentum operator under the
state Eq. (70), we get

hp̂i =

Z L/2

�L/2

dx ⇤(x)p̂ (x) =
1

L

Z L/2

�L/2

dxe�ipx/~
✓
�i~ d

dx

◆
eipx/~

=
p

L

Z L/2

�L/2

dx = p ,

(71)

which is a finite result. We can always set L ! +1 after this averaging, which
does not a↵ect the final result at all.

Alternatively, sometimes in the literature people consider another way of nor-
malizing the wavefunction

 p(x, t) =
1

p
2⇡~

eipx/~ . (72)

In this case, the wavefunction satisfies the orthogonality and normalization condi-
tion

Z +1

�1
dx ⇤

p(x) p0(x) =
1

2⇡~

Z +1

�1
dxei(p

0�p)x/~ = �(p� p0) . (73)

If one chooses to use such a wavefunction for the plane wave, we must redefine the
operator averaging as

hÔi =

R +1
�1 dx ⇤

p(x)Ô p(x)R +1
�1 dx ⇤

p(x) p(x)
. (74)

In this case, both the numerator and denominator will be infinite when L ! +1,
but the ratio will hold finite.

To summarize, one is allowed to use either Eq. (70), or (72), or any other
normalization choices, for the plane wavefunction, as long as as we calculate the
physical observables in a correspondingly consistent way. Their di↵erence is only
a matter of convention.

3.6. Penetration of Finite Barrier
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Here we discuss the barrier penetration problem. Imagine that we make an
experiment by accelerating an electron to a fixed energy E > 0 and let it travel in
the +x̂ direction. It encounters a potential barrier which lies at 0  x  a. As a
result, part of the electron is reflected back (travel in the �x̂ direction) and part of
the electron could continue to travel in the +x̂ direction behind the barrier. This
is a 1D scattering problem. A picture of the potential barrier is shown above. We
assume the height of barrier V0 > E.

In the x < 0 and x > a regions, the Schrödinger equation takes the form

�
~2
2m

d2

dx2
 (x) = E (x) . (75)

Because this is a scattering problem, there is no standing wave. We choose the
exponential form for its solutions,

 (x) =

⇢
Ceikx +De�ikx x < 0

Eeikx x > a
(76)

where k =
p

2mE/~2. Physically, in the x < 0 region, there are both the incoming
plane wave traveling in the +x̂ direction and the reflected plane wave in the �x̂
direction. The wavefunction is a superposition of the two. In contrast, in the
x > a region, there is only the forward going wave in the +x̂ direction. Nothing is
coming from +1.

Recall the probability current introduced in chapter 2.3. In the 1D case, it
takes the form

~j =
~

2mi

✓
 ⇤(x)

d

dx
 (x)�  (x)

d

dx
 ⇤(x)

◆
. (77)
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With the above components of the wave, Ceikx, De�ikx, Eeikx, we find

Incoming flux : j0 =
~k
m

|C|
2 ,

Reflected flux : jR =
~k
m

|D|
2 ,

Transmitted flux : jT =
~k
m

|E|
2 .

(78)

We define the reflection and transmission coe�cients, which are physical ob-
servables,

R =
jR
j0

=
|D|

2

|C|2
, T =

jT
j0

=
|E|

2

|C|2
. (79)

Conservation of probability requires

T +R = 1 . (80)

Because R and T only depend on the ratio of coe�cients in the wavefunction, we
are free to set C = 1, such that R = |D|

2, T = |E|
2.

In the region 0  x  a, the potential is nonzero and larger than the energy,
thus the Schrödinger equation takes the form

~2
2m

d2

dx2
 (x) = (V0 � E) (x) , (81)

whose solution is
 (x) = Ae�x +Be��x , (82)

where � =
p

2m(V0 � E)/~2.

Next, we match the wavefunctions in di↵erent regions at the boundaries x =
0, a. Because the jump in the potential value is finite, both the wavefunction and
its first derivative must be continuous. This has been discussed in chapter 3.2.

The matching condition at x = 0 is

1 +D = A+B ,

ik(1�D) = �(A� B) .
(83)

We can solve A,B in terms of D,

A =
1

2

✓✓
1 +

ik

�

◆
+D

✓
1�

ik

�

◆◆
,

B =
1

2

✓✓
1�

ik

�

◆
+D

✓
1 +

ik

�

◆◆
.

(84)
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The matching condition at x = a is

Eeika = Ae�a +Be��a ,

ikEeika = �(Ae�a � Be��a) .
(85)

We can solve A,B in terms of E,

A =
E

2

✓
1 +

ik

�

◆
eika��a ,

B =
E

2

✓
1�

ik

�

◆
eika+�a .

(86)

Eqs. (84) and (86) together leads to coupled equations for D and E

✓
1 +

ik

�

◆
+D

✓
1�

ik

�

◆
= E

✓
1 +

ik

�

◆
eika��a ,

✓
1�

ik

�

◆
+D

✓
1 +

ik

�

◆
= E

✓
1�

ik

�

◆
eika+�a .

(87)

They allow us to find the transmission coe�cient (also called tunneling rate)

T =

����
2i�ke�ika

(k2 � �2) sinh(�a) + 2i�k cosh(�a)

����
2

=
4�2k2

(k2 � �2)2 sinh2(�a) + 4�2k2 cosh2(�a)

=

✓
1 +

(k2 + �2)2

4�2k2
sinh2(�a)

◆�1

.

(88)

Plugging the definitions for � and k in terms of the input parameters, we get

T =
1

1 + 1

4 E
V0

⇣
1� E

V0

⌘ sinh2

✓p
2m(V0�E)a

~

◆ . (89)

Interestingly, we find that even if V0 > E, there is still a non-zero transmission
coe�cient. Physically, it implies the incoming electron is able to tunnel through
the potential barrier. This is a pure quantum mechanical e↵ect, which is strictly
forbidden in classical physics.

It is also useful to check the classical limit ~ ! 0. In this case, the argument
of the sinh function in the denominator becomes infinity. As a result, T ! 0.
Correspondingly, the reflection coe�cient R ! 1 in this case. All the incoming
electron get reflected.
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We could also consider the very high barrier limit V0 � E, and mV0a2 � 1.
In this case, we find

T '
16E

V0
exp

✓
�

p
8mV0a2

~

◆
. (90)

The tunneling rate is exponentially suppressed.

3.7. Scattering with Potential Well

We continue to explore the scattering problem, similar to the setup of chapter
3.6. But this time we consider a potential well instead of barrier.

In this case, the wavefunction in the three regions can be written as

 (x) =

8
<

:

eikx +De�ikx x < 0
Aeik

0x +Be�ik0x 0  x  a
Eeikx x > a

(91)

where k =
p

2mE/~2 and k0 =
p
2m(V0 + E)/~2.

We could repeat the derivation as chapter 3.6 but with the replacement � !

ik0 everywhere Applying this replacement in the tunneling rate result, Eq. (88),
and use sinh(iz) = i sin z, we obtain

T =
1

1 + (k2�k02)2

4k2k02 sin2(k0a)
=

1

1 +
sin2

⇣p
2m(V0+E)a2/~2

⌘

4 E
V0

⇣
1+ E

V0

⌘

. (92)

It is interesting to notice that the sine function is zero when
r

2m(V0 + E)a2

~2 = n⇡, ) E = En = �V0 +
n2⇡2~2
2ma2

, (93)



20

where n is an integer. Because we assumed E > 0, it requires n >
p

2mV0a2/(⇡2~2).
In this case, the tunneling rate T = 1. The electron wave fully tunnels through
the potential well.

This is called resonant tunneling e↵ect. It occurs when the incoming electron
energy is chosen to satisfy Eq. (93).

More generally, the energy dependence of the tunneling rate is shown in the
plot below.

E

T

3.8. 1D Lattice Potential

As the last example discussed in this chapter, we consider the 1D lattice
problem. Its results are very useful for condensed matter physics for studying
conductors and insulators.

The 1D crystal lattice is an array of atoms, with the position of nuclei (carrying
positive electric charge) placed along the array, equally spaced. The source a
periodic attractive Coulomb potential for the electrons, as shown in the following
picture.

a 2a 3a-a-2a-3a

0

x

V
(x
)

We are interested in the energy of electrons given the above potential. In
crystals, there can be two types of electrons. The valence electrons have energy
E < 0. They are tightly bounded to one of the nuclei and their wavefunctions are
highly localized within the Coulomb potential dip around that nucleus. The free
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electrons have energy E > 0. Their wavefunctions have a much broader spread
across many nuclei. The latter is relevant for conducting the electric current.

We are interested in the wavefunction and allowed energy eigenvalues for the
free electrons (E > 0).

The Schrödinger equation with the above periodic Coulomb potential is rather
complicated to solve. Let us make approximations that retain the qualitative
features and allow us to proceed deriving the result analytically. Consider the
following alternative potential as an approximation.

a 2a 3a-a-2a-3a

0

-V0

x

V
(x
)

This is called the Kronig-Penney potential. It is still periodic, but using finite
squared wells to replace the Coulomb potentials. The depth of each well is V0. The
width of each well is b (0 < b < a).

Because the potential of the Schrödinger equation is periodic, V (x) = V (x+a),
if  (x) is a solution to this Schrödinger equation, it is simple to show that  (x+a)
is also the solution with the same energy eigenvalue.

Based on this, we present an important theorem called the Bloch’s theorem.
It states that  (x) and  (x+ a) are related to each other by

 (x+ a) = eiRa (x) . (94)

where R is a real free parameter.

Given Bloch’s theorem, it is su�cient for us to consider the wavefunction in
three regions, �b < x < 0, 0 < x < a� b and a� b < x < a.

In the region 0 < x < a� b, the potential vanished, the wavefunction is that
for a free electron

 (x) = Aeikx +Be�ikx , (95)

where k =
p

2mE/~2.

In the region �b < x < 0, the potential V = �V0 is a constant, the wavefunc-
tion takes the form

 (x) = Cei�x +De�i�x , (96)
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where � =
p

2m(V0 + E)/~2.

The matching conditions at x = 0 lead to (both  and  0 are continuous)

C =
1

2

✓✓
1 +

k

�

◆
A+

✓
1�

k

�

◆
B

◆
,

D =
1

2

✓✓
1�

k

�

◆
A+

✓
1 +

k

�

◆
B

◆
.

(97)

In the region a� b < x < a, we use the Bloch’s theorem. The wavefunction is
related to the one in the region �b < x < 0,

 (x) = eiRa
⇣
Cei�(x�a) +De�i�(x�a)

⌘
. (98)

Next, consider the matching condition at x = a� b, which are

Aeik(a�b) +Be�ik(a�b) = eiRa
⇣
Ce�i�b +Dei�b

⌘
,

kAeik(a�b)
� kBe�ik(a�b) = eiRa

⇣
��Cei�b � �Dei�b

⌘
.

(99)

Because we already solved C,D in terms of A,B in Eq. (97). Plugging Eq. (97)
into (99), we obtain a coupled linear equation for A and B, of the form

⇢
M11A+M12B = 0
M21A+M22B = 0

(100)

where Mij are made of parameters in the model. In order for these homogeneous
linear equations to have a solution, the determinant of the coe�cient matrix must
vanish,

det

✓
M11 M12

M21 M22

◆
= 0 . (101)

After a straightforward (but a bit tedious) simplification, we can get

cos (k(a� b)) cos(�b) +
k2 + �2

2k�
sin (k(a� b)) sin(�b) = cos(Ra) . (102)

We still do not know what R is, but we know that | cos(Ra)|  1. This constrains
the combination of parameters on the left-hand side.

As a further approximation, we consider the narrow and deep potential well
limit, b ! 0, V0 ! +1 but hold the product bV0 finite and nonzero.

In this case, we have kb ! 0 and �b ! 0, and the condition for the left-hand
side of Eq. (102) to be less or equal than 1 becomes

����cos (ka) +
�2b

2k
sin (ka)

����  1 . (103)
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Plugging in the approximate relation � '
p
2mV0/~2, we get

����cos
✓
ka+ arctan

✓
mbV0

k~2

◆◆���� 
1q

1 +
�
mbV0
k~2
�2 . (104)

Consider each side of Eq. (104) as a function of k, we plot them below. The
allowed value of k corresponds to the regions where the blue curves lies below the
orange curve. We highlight them using the red shaded regions.

k

Because k is related to the energy eigenstate

E =
k2~2
2m

. (105)

The above allowed regions for k implies the allowed energy values of free electron
in crystals form energy bands, as shown in the picture below.

k

E

For 0 < arctan (mbV0/(k~2)) < ⇡/2, there exists an energy gap from E = 0 to
the first allowed energy band. This energy gap is very important for determining
whether a material is a metal or insulator.
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In order to conduct electric current, a fraction of electrons inside the crystal
must be free electrons with positive energy E > 0. This could be achieved if
electron absorbs energy from thermal e↵ects. If the energy gap is too large for
electron to become free, the crystal is an insulator. In the opposite case, it is a
conductor. All insulators become conductors at su�ciently high temperatures.

⌅ The end.
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Chapter 4. Formalism

In the last chapter, we have done quite a few examples in 1D. In this chap-
ter, we will discuss formalisms, on the structure of solutions to the Schrödinger
equation. For simplicity, most of the discussions will be based on 1D. It is straight-
forward to generalize then to the 3D case. With these tools, we will get better
prepared for exploring the 3D case that is relevant for the real world (solving the
hydrogen atom).

4.1. Linear Operators

The Schrödinger equation is a linear equation for the wavefunction, which
means if  1 and  2 are both solutions to the same Schrödinger equation, so is
their sum. To write down the Schrödinger equation, we have introduced a bunch
of operators so far, including x̂, p̂, Ĥ, etc. They are linear operators. When linear
operators act on wavefunctions, they satisfy the following properties

Ô(c1 1 + c2 2) = c1Ô 1 + c2Ô 2 ,

(Ô1 + Ô2) = Ô1 + Ô2 ,

(Ô1 + Ô2) = (Ô2 + Ô1) ,
⇣
Ô1 + (Ô2 + Ô3)

⌘
 =

⇣
(Ô1 + Ô2) + Ô3

⌘
 ,

(1)

where c1,2 are complex numbers.

An operator acts on “everything” on its right-hand side.

When an operator on a state  , it ends up as a new state  0 = Ô (here 0
does not mean derivative).

We introduce the unit operator Î, such that Î =  for any  . This way, the
multiplication of any complex number c with a wavefunction  can be understood
as an operator proportional to the unit operator, cÎ, acting on  . In the coordinate
space, where wavefunction is a function of coordinate x, the position operator
x̂ = xÎ.

Two operators are identical to each other if Ô1 = Ô2 for any  . In this
case, we can drop the wavefunction and simply write Ô1 = Ô2.

The product of two operators acting on a wavefunction is defined as (Ô1Ô2) =
Ô1(Ô2 ), where the two operators act on  one by one, following the same order
as they are written.

In general, the product of two operators cannot trivially interchange order,
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Ô1Ô2 6= Ô2Ô1. As a result, we can introduce the commutator of two operators,

[Ô1, Ô2] = Ô1Ô2 � Ô2Ô1 . (2)

For example, in 1D case,

[x̂, p̂] (x) = x̂p̂ (x)� p̂x̂ (x) = x (�i~) d

dx
 (x)� (�i~) d

dx
(x (x))

= (�i~) [x 0(x)� ( (x) + x 0(x))] = i~ (x) .
(3)

This holds for any wavefunction  . From the definition of identical operators
above, we conclude, [x̂, p̂] = i~Î = i~.

To become familiar with the use of operators, it is useful to work out the
following exercises

[x̂, p̂2] = 2i~p̂ ,

[x̂, p̂n] = ni~p̂n�1 ,

[x̂m, p̂] = mi~x̂m�1 .

(4)

In general, the commutator of operators satisfy the following properties

[Ô1, Ô2] = �[Ô2, Ô1] ,

[Ô1, Ô1] = 0 ,

[Ô1, cÎ] = 0 ,

[Ô1, Ô2 + Ô3] = [Ô1, Ô2] + [Ô1, Ô3] ,

[Ô1, Ô2Ô3] = Ô2[Ô1, Ô3] + [Ô1, Ô2]Ô3 ,

[Ô1Ô2, Ô3] = Ô1[Ô2, Ô3] + [Ô1, Ô3]Ô2 ,

[Ô1, [Ô2, Ô3]] + [Ô2, [Ô3, Ô1]] + [Ô3, [Ô1, Ô2]] = 0 .

(5)

We can also define a function of linear operator, which is understood in terms
of Taylor expansion,

f(Ô) =
1X

n=0

f (n)(0)

n!
Ôn . (6)

As an example, consider a function f(x) = eax and Ô = d/dx, then

f(Ô) = ea
d
dx =

1X

n=0

an

n!

dn

dxn
,

ea
d
dx (x) =

1X

n=0

an

n!

dn (x)

dxn
=  (x+ a) .

(7)
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This means ea
d
dx is a shift operator.

4.2. 1D Harnomic Oscillator: Algebraic Method

Here we discuss a concrete example to illustrate how useful the concept of
linear operator could be. We consider the same 1D Harmonic oscillator problem
as discussed in Chapter 3.3. The time-independent Schrödinger equation is

✓
� ~2
2m

@2

@x2
+

1

2
m!2x2

◆
 (x) = E (x) . (8)

We have already seen the straightforward way of solving this di↵erential equation,
where for  (x ! ±1) to vanish requires the energy E to take discrete values.
Here, we discuss another approach.

Note p̂ = �i~ d
dx , the Hamiltonian can be written as Ĥ = 1

2m(p̂2 +m2!2x2).

Let us define two operators

â± =
1p

2m!~
(⌥ip̂+m!x) . (9)

It is interesting to find they satisfy the commutation relation (using [x, p̂] = i~)

[â�, â+] = 1 . (10)

More interestingly,

â�â+ =
1

2m!~(ip̂+m!x)(�ip̂+m!x)

=
1

2m!~(p̂
2 +m2!2x2 � im![x, p̂])

=
1

2m!~(p̂
2 +m2!2x2 +m!~)

=
Ĥ

~! +
1

2
.

(11)

In other words,

Ĥ = ~!
✓
â�â+ � 1

2

◆
. (12)

Similarly, we can also show that

Ĥ = ~!
✓
â+â� +

1

2

◆
. (13)

Even more interestingly,

[â+, Ĥ] = ~!

â+, â+â� +

1

2

�
= ~!â+[â+, â�] = �~!â+ ,

[â=, Ĥ] = ~!â� .

(14)
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So far, we have found a bunch of interesting relationships among the operators.
They are purely algebraic manipulations. There is no physics yet.

Next, we discuss their physics implications. Suppose there is a wavefunction
 n is a solution of the time-independent Schrödinger equation with energy En, i.e.,
Ĥ n = En n.

Consider another state of the form â+ n. We ask the question whether it is
an energy eigenstate of Ĥ. To see this, we act Ĥ on this state,

Ĥâ+ n =
⇣
â+Ĥ � [â+, Ĥ]

⌘
 n =

⇣
â+Ĥ + ~!â+

⌘
 n

= Enâ+ n + ~!â+ n = (En + ~!)â+ n .
(15)

This tells us â+ n is indeed an eigenstate of Ĥ, with energy eigenvalue En + ~!.
The acting of operator â+ raises the energy of a state by fixed amount ~!. Because
of this property, â+ is often referred to as the “raising operator”.

Similarly, we could show

Ĥâ� n = (En � ~!)â� n . (16)

The acting of operator â� lowers the energy of a state by fixed amount ~!. â� is
often referred to as the “lowering operator”.

As another physics input, we know that for potential energy of the form
V (x) = m!2x2/2, the energy eigenvalues of the physical system is bounded from
below. This means where must exist a state with the lowest energy (the ground
state),  0. The fact that there exist no state with lower energy implies

â� 0 = 0 . (17)

Using the definition of the â� operator, Eq. (9), we have

✓
~ d

dx
+m!x

◆
 0(x) = 0 . (18)

This is a quite simple equation and can be solved by rewriting it into

d ln 0(x)

dx
= �m!

~ x , (19)

which leads to
 0(x) = C exp

⇣
�m!

2~ x2
⌘

. (20)

The coe�cient C can be determined by the normalization condition
R +1
�1 dx| 0(x)|2 =

1. This leads to

 0(x) =
⇣m!
⇡~

⌘1/4
exp

⇣
�m!

2~ x2
⌘

. (21)
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Acting the Hamiltonian operator on this wavefunction, we can find the correspond-
ing energy eigenvalue

E0 =
1

2
~! . (22)

Excited states can be obtained by acting the raising operator â+ on the ground
state wavefunction. The corresponding energy eigenvalue increase by ~! per â+
action. Therefore

En =

✓
n+

1

2

◆
~! . (23)

All result are consistent with the findings in Chapter 3.3.

Because each â+ action increase the energy by ~!, we could consider this
action adds one quanta (a particle for the harmonic oscillator) to the system.
Each particle carries energy ~!. The ground state  0 is the state with zero particle,
whereas  n is considered as a state with n particles in the system.

4.3. Heisenberg Uncertainty Principle (another remark)

Here is a useful remark based on the 1D harmonic oscillator problem which
we have solved using two methods so far. One important finding is that the ground
state energy is nonzero, E0 = ~!/2. This is in sharp contrast with classical physics
description where E0 can be made as close to zero as possible.

Such a di↵erence can be understood (qualitatively) using the Heisenberg un-
certainty principle. Without solving any di↵erential equation, we could already
derive a rough estimate of the ground state energy.

Given the potential energy V (x) = m!2x2/2 which is minimized at x = 0, to
reduce the energy, the electron had better be as close to the origin as possible. This
agrees with the intuition from classical physics. However, in quantum mechanics
we can only talk about the average of the electron’s position operator, hx̂i. Because
of the wave nature, the electron has a spread around the origin which we call �x.
The corresponding potential energy is roughly

V ' 1

2
m!2(�x)2 . (24)

On the other hand, due to the uncertainty principle, when �x is smaller, the
uncertainty of its momentum (spread in the momentum space) �p becomes higher,
�p � ~/(2�x). By approximating the average of the momentum operator hp̂i by
�p, kinetic energy of the electron is

T ' (�p)2

2m
� ~2

8m(�x)2
. (25)

Clearly, if we set �x to zero, the kinetic energy will blow up.
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The total energy is the sum of kinetic and potential energies

E = T + V & 1

2
m!2(�x)2 +

~2
8m(�x)2

. (26)

To find the ground state energy, we minimize E with respect to �x, which leads
to

E & 2

s
1

2
m!2(�x)2 ⇥ ~2

8m(�x)2
=

1

2
~! . (27)

This gives the correct form of ground state energy. It also gives the correct value
of �x =

p
~/(2m!), as found in Chapter 3.3. This is a useful trick and illustrates

the practical implication of Heisenberg uncertainty principle.

In research, it is often useful to take this kind of intuitive approach to estimate
the result, before doing any concrete calculations.

4.4. Hermitian Operators and Physical Observables

We first introduce the Dirac’s “bra” and “ket” notation of states, by rewriting

 (x) ! | i ,
 ⇤(x) ! h | ,

(28)

and rewriting the overlapping integral as an inner product
Z

dx ⇤
1(x) 2(x) ! h 1| 2i . (29)

The “bra” and “ket” notation has the following properties

h | i > 0 ,

h 1| 2i = h 2| 1i⇤ = h ⇤
2| ⇤

1i ,
h 1|c2 2 + c3 3i = c2h 1| 2i+ c3h 1| 3i ,
hc1 1 + c2 2| 3i = c⇤1h 1| 3i+ c⇤2h 2| 3i .

(30)

The action of an operator on a state is denoted as

Ô (x) ! Ô| i = |Ô i . (31)

As a result, Z
dx ⇤

1(x)Ô 2(x) ! h 1|Ô| 2i . (32)

The attractive feature of Dirac’s “bra” and “ket” notation is not only simplic-
ity. Moreover, it helps to take the discussion to an abstractive level. The ket | i
contains all the information about the state. It is not a function of coordinate x.
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The wavefunction in coordinate space  (x) could be defined as an inner prod-
uct hx| i, where the bra hx| is the conjugate of the ket |xi. The latter corresponds
to an electron state at rest, located at position x.

With the Dirac’s notation, we proceed to define the complex conjugate of an
operator, denoted as Ô⇤, where we simply take the complex conjugate for all the
complex numbers in the operator (i.e., all i ! �i, i is the imaginary unit). For
example, x̂⇤ = x̂, p̂⇤ = (�i~ d

dx)
⇤ = i~ d

dx = �p̂. It is obvious that (Ô1Ô2)⇤ = Ô⇤
1Ô

⇤
2.

When acting on bra and ket states, we can write

|Ô i⇤ = Ô⇤| i⇤ =
⇣
Ô| i

⌘⇤
= hÔ | . (33)

Next, we define a very important transformation to operator, the Hermitian
conjugation, denoted as Ô†. The formal definition in terms of bra and ket states
is, for any  1, 2,

h 1|Ô†| 2i ⌘ hÔ 1| 2i . (34)

In the language of integral, this means
Z

dx ⇤
1(x)Ô

† 2(x) =

Z
dx
⇣
Ô 1(x)

⌘⇤
 2(x) =

Z
dx
⇣
Ô⇤ 1(x)

⇤
⌘
 2(x) , (35)

in the last two steps, it is understood that Ô or Ô⇤ only acts on the wavefunction
on its right-hand side within the big bracket.

The Hermitian conjugate of the product of two operators is equal to the
product of each but with the opposite order,

(Ô1Ô2)
† = Ô†

2Ô
†
1 . (36)

It is straightforward to prove this based on the definition of Hermitian conjugation,

first : h 1|(Ô1Ô2)
†| 2i = hÔ1Ô2 1| 2i ,

second : h 1|Ô†
2Ô

†
1| 2i = h 1|Ô†

2|Ô
†
1 2i = hÔ2 1|Ô†

1 2i = hÔ2 1|Ô†
1| 2i

= hÔ1Ô2 1| 2i .
(37)

Because the right-hand side of the two lines are equal to each other, we con-
clude h 1|(Ô1Ô2)†| 2i = h 1|Ô†

2Ô
†
1| 2i. This relation holds for any  1, 2, thus

(Ô1Ô2)† = Ô†
2Ô

†
1 is proven.

Next, we define the Hermitian operator, which satisfy Ô† = Ô. As a result

h 1|Ô| 2i ⌘ hÔ 1| 2i , (38)

holds for any  1, 2, or more explicitly,
Z

dx ⇤
1(x)Ô 2(x) =

Z
dx
⇣
Ô⇤ 1(x)

⇤
⌘
 2(x) =

✓Z
dx ⇤

2(x)Ô 1(x)

◆⇤

. (39)
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Hermitian operators plays a very important role in quantum mechanics. Many
of the operators introduced for writing down the Schrödinger equation are Hermi-
tian operators, including x̂, p̂, p̂2, V (x), Ĥ.

Here we show that p̂ is Hermitian, which less trivial than for x̂. Using the
integral form,
Z

dx ⇤
1(x)p̂ 2(x) =

Z
dx ⇤

1(x)(�i~) d

dx
 2(x)

= (�i~)
✓Z

dx
d

dx
( ⇤

1(x) 2(x))�
Z

dx 2(x)
d

dx
 ⇤
1(x)

◆
,

(40)

where in the last line, we integrate by parts. Assuming that  1,2(x ! 1) = 0, we
can drop the first term which amounts to a surface integral,

Z
dx ⇤

1(x)p̂ 2(x) = i~
Z

dx 2(x)
d

dx
 ⇤
1(x) =

✓Z
dx 2(x)p̂ 

⇤
1(x)

◆⇤

, (41)

This is consistent with the definition in Eq. (39). Thus, p̂† = p̂ is Hermitian. As a
further result, (p̂2)† = (p̂p̂)† = p̂†p̂† = p̂2. Thus p̂2 is also a Hermitian operator.

Here are a few theorems about Hermitian operators.

• If Ô1, Ô2 are both Hermitian operators, so is their sum Ô1 + Ô2.

• If Ô1, Ô2 are both Hermitian operators, their product Ô1Ô2 is not always
Hermitian unless [Ô1, Ô2] = 0.

• If Ô1, Ô2 are both Hermitian operators, so is i[Ô1, Ô2].

• For a Hermitian operator Ô, its average value under any state is a real
number, h |Ô| i 2 R.
It is straightforward to prove this.

h |Ô| i⇤ = h |Ô i⇤ = hÔ | i = h |Ô| i . (42)

• If for any state, the average value of an operator is always real, then such an
operator must be Hermitian.
To prove this, we first choose an arbitrary state  , the average of operator
Ô under this state being real means

hÔ | i = h |Ô i . (43)

Next, we consider  =  1 + c 2 where c is any complex number. Insert this
expression in Eq. (43) and expand, we find,

Left-hand side = hÔ 1| 1i+ |c|2hÔ 2| 2i+ chÔ 1| 2i+ c⇤hÔ 2| 1i ,
Right-hand side = h 1|Ô 1i+ |c|2h 2|Ô 2i+ ch 1|Ô 2i+ c⇤h 2|Ô 1i .

(44)



9

Because Eq. (43) also applies for  1 and  2. The first two terms in each line
of Eq. (44) are equal to each other. For the remaining parts to be equal, we
need

c(hÔ 1| 2i � h 1|Ô 2i) = c⇤(h 2|Ô 1i � hÔ 2| 1i) . (45)

As stated earlier, this must be valid for any value of c. In particular, we can
choose c = 1 and i, which imply that the terms in the bracket on both side
of Eq.(46) must vanish. i.e.,

hÔ 1| 2i = h 1|Ô 2i , (46)

for any  1, 2. This is nothing but the definition of an Hermitian operator.

Before moving on, let us do a concrete exercise to better understand how Her-
mitian conjugation of an operator works. We consider the 1D harmonic oscillator,
again. In the algebraic method discussed Chapter 4.2, we introduced the raising
and lowering operators in Eq. (9),

â± =
1p

2m!~
(⌥ip̂+m!x) . (47)

Clearly, because p̂ and x are Hermitian operators, with the extra i in front of p̂,
â± are not Hermitian operators. Instead, we have

â†+ = â� , â†� = â+ . (48)

The exercise here is to consider the n-th excited state, in the ket notation | ni =
Cnân+| 0i, and find the normalization factor Cn by imposing the normalization
condition, h n| ni = 1.

h n| ni = |Cn|2hân+ 0|ân+ 0i = |Cn|2h 0|ân�ân+| 0i , (49)

where in the last step, we apply the definition of Hermitian conjugation of operator
ân+. Because â�| 0i = 0, and obvious thing to do is to move â� across the ân+
operators. To do so, we first note

[â�, ân+] = â�â
n
+ � ân+â�

= â�â
n
+ � â+â�â

n�1
+ + â+â�â

n�1
+ � â2+â�â

n�2
+ + â2+â�â

n�2
+ � · · ·

� ân�1
+ â�â+ + ân�1

+ â�â+ � ân+â�
= [â�, â+]â

n�1
+ + â+[â�, â+]â

n�2
+ + · · ·+ ân�1

+ [â�, â+]

= nân�1
+ .

(50)

As a result,
â�â

n
+ = ân+â� + [â�, ân+] = ân�1

+ (â+â� + n) , (51)

and Eq. (49) becomes

h n| ni = |Cn|2h 0|ân�1
� ân�1

+ (â+â� + n) | 0i
= n|Cn|2h 0|ân�1

� ân�1
+ | 0i .

(52)
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By iteration, we will eventually obtain

h n| ni = n!|Cn|2h 0| 0i . (53)

Requiring it to normalize to 1 leads to

Cn =
1p
n!

. (54)

The n-th excited ket state takes the form

| ni =
1p
n!
ân+| 0i . (55)

In coordinate space, using the explicit form of â+ and  0(x) (see Eqs. (9) and (21)),
we can reproduce the same correctly normalized wavefunction  n(x) as derived in
Chapter 3.3.

4.5. Matrix Representation of States and Operators

So far, we have learned that in quantum mechanics, wavefucntions (solutions
to the Schrödinger equation with a given Hamiltonian) are used to describe a state
of electron, and physical observables correspond to Hermitian operators (that act
on wavefunctions). Experimental measurement of an observable is the average of
the corresponding operator under a given state. These are the basic tools for doing
calculations in quantum mechanics.

As discussed in Chapter 2, a general wavefunction can be a superposition of
many states. We use the bra and ket notation here.

| i =
X

n

cn| nieiEnt/~ , (56)

where | ii are the energy eigenstates of the Hamiltonian, and ci are a set of coef-
ficients (can be complex numbers). To be concrete, you can think of 1D harmonic
oscillator as example. In this case, the index n = 0, 1, 2, . . . labels the di↵erent
energy levels, with En = ~!(n+ 1/2).

The above Eq. (56) states something very profound. The energy eigenstates of
the 1D harmonic oscillator (with n = 0, 1, 2, . . . ) form a complete set. Any wave-
fucntion that is the solution to the same (time-dependent) Schrödinger equation
can always be written as a linear combination of these energy eigenstates.

Here is an interesting theorem. If two eigenstates of the same Hamiltonian
carry di↵erent energy eigenvalues, they must be orthogonal to each other, i.e., if
Em 6= En, then h m| ni = 0. This can be easily proved by noting that Ĥ is a
Hermitian operator, thus hĤ m| ni = h m|Ĥ ni, applying the time-independent



11

Schrödinger equation Ĥ| m,ni = Em,n| m,ni, we get (Em�En)h m| ni = 0. There-
fore, if Em �En 6= 0, h m| ni must vanish. (This proof can be generalized to any
Hermitian operator, not only the Hamiltonian.)

This theorem tells us that every two eigenstates of the 1D harmonic oscillator
are orthogonal to each other, because none of them are degenerate in energy. (We
will address the degenerate case in the Chapter 4.6.)

The complete and orthogonal set of energy eigenstates of a given Hamiltonian
is usually referred to as the Hilbert space. We could further simplify Eq. (56) by
absorbing the phase factor into the coe�cient cn and write

| i =
X

n

cn| ni , (57)

where
cn = h n| i . (58)

We can verify this by taking the inner product of h n| with both sides.

Next, we consider an operator Ô acting on | i, which can be considered as
another state | 0i = Ô| i = |Ô i. We can still expand it as a linear combination
of states from the Hilbert space

Ô| i =
X

n

cnÔ| ni =
X

n

cn|Ô ni =
X

n

cn
X

m

omn| mi , (59)

where in the last step, we expand |Ô ni in the Hilbert space again, and

omn = h m|Ô| ni . (60)

When Ô acts on an Hilbert space state

Ô| ni =
X

m

omn| mi . (61)

Consider the most special case where Ô = Î is a unit operator,

Î| i =
X

n

cnÎ| ni

=
X

n

cn
X

m

h m|Î| ni| mi

=
X

n

cn
X

m

| mih m| ni

=
X

n

cn

 
X

m

| mih m|
!
| ni ,

(62)
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where in the last step, we are allowed to consider
P

m | mih m| inside the bracket
to be an operator. Comparing it with the first line, we find an interesting (and
useful) way to writing the unit operator

Î =
X

n

| nih n| . (63)

This sum must go through every state that belongs to the Hilbert space.

With Eqs. (58) and (60), we are ready to present the matrix representation
of states and operators. The basic idea is that all the information of  and Ô are
contained in the coe�cients cn and omn, respectively. The Hilbert space states are
already defined once the Hamiltonian is known.

Under the matrix representation, state and operator take the following form

| i ! C =

0

BBBBB@

c1
c2
...
cn
...

1

CCCCCA
, Ô ! O =

0

BBBBB@

o11 o12 · · · o1n · · ·
o21 o22 · · · o2n · · ·
...

...
. . .

...
...

om1 om2 · · · omn · · ·
...

... · · · ...
. . .

1

CCCCCA
, (64)

where state corresponds to a column matrix, and operator corresponds to a square
matrix. Depending on the number of states in the Hilbert space, the dimensions
of these matrices can be infinite.

omn is often called the matrix element.

With the above matrices, Eq. (57) can be rewritten as a row matrix of Hilbert
states times the column matrix Eq. (64),

| i =
�
| 1i | 2i · · · | ni · · ·

�
C , (65)

Eq. (61) can be rewritten as

Ô| ni =
�
| 1i | 2i · · · | ni · · ·

�
O , (66)

and Eq. (59) can be rewritten as

Ô| i =
�
| 1i | 2i · · · | ni · · ·

�
OC . (67)

The multiplication of matrices follow the same rules as those for linear oper-
ators introduced earlier. In particular,

Ô1Ô2| ni = Ô1

⇣�
| 1i | 2i · · ·

�
O2

⌘

= Ô1

�
| 1i | 2i · · ·

�
O2

=
�
| 1i | 2i · · ·

�
O1O2 .

(68)



13

The Hermitian conjugation of an operator also corresponds a square matrix. The
matrix element is

o†mn = h m|Ô†| ni = hÔ m| ni = h n|Ô mi⇤ = o⇤nm . (69)

The matrix for the Hermitian conjugate operator Ô† corresponds to taking the
transpose and complex conjugate to the matrix for the original operator Ô.

For a Hermitian operator Ô = Ô†. This implies o†mn = o⇤nm. The correspond-
ing matrix is called a Hermitian matrix.

Historically, due to the similarity of the algebra of operator-station action and
matrix, quantum mechanics is also called matrix mechanics.

As a concrete example, we consider the energy eigenstates of of 1D harmonic
oscillator, {| 0i, | 1i, | 2i, · · · }, forming a Hilbert space. Let us write down the
matrix representation for the operators â±, x̂, p̂, Ĥ.

From Eq. (55), we already know | ni = 1p
n!
ân+| 0i. As a result,

â+| ni =
p
n+ 1

1p
(n+ 1)!

ân+1
+ | 0i =

p
n+ 1| n+1i ,

â�| ni =
1p
n!
â�â

n
+| 0i =

1p
n!
(ân�1

+ (â+â� + n))| 0i =
p
n| n�1i ,

(70)

where in the second line we used Eq. (51). With these, we can obtain the matrix
element for â±,

h m|â+| ni =
p
n+ 1h m| n+1i =

p
n+ 1�mn ,

h m|â�| ni =
p
nh m| n�1i ,

(71)

which allows us to write, in the basis of {| 0i, | 1i, | 2i, · · · },

a� =

0

BBBBBBBBBBB@

0
p
1 0 0 · · · 0 · · ·

0 0
p
2 0 · · · 0 · · ·

0 0 0
p
3 · · · 0 · · ·

0 0 0 0
. . .

... · · ·
...

...
...

...
. . .

p
n · · ·

0 0 0 0 · · · 0
. . .

...
...

...
...

...
...

. . .

1

CCCCCCCCCCCA

, a+ =

0

BBBBBBBBBBB@

0 0 0 0 · · · 0 · · ·p
1 0 0 0 · · · 0 · · ·
0

p
2 0 0 · · · 0 · · ·

0 0
p
3 0

. . . 0 · · ·
...

...
...

...
. . .

... · · ·
0 0 0 · · ·

p
n 0

. . .
...

...
...

...
...

...
. . .

1

CCCCCCCCCCCA

.

(72)
Next, using the inverse relation of Eq. (9),

x̂ =

r
~

2m!
(â+ + â�) , p̂ = i

r
~m!
2

(â+ � â�) , (73)
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we get the matrix representations for x̂ and p̂,

x =

r
~

2m!

0

BBBBBB@

0
p
1 0 0 · · ·p

1 0
p
2 0 · · ·

0
p
2 0

p
3 · · ·

0 0
p
3 0

. . .
...

...
...

. . . . . .

1

CCCCCCA
, p = i

r
~m!
2

0

BBBBBB@

0 �
p
1 0 0 · · ·p

1 0 �
p
2 0 · · ·

0
p
2 0 �

p
3 · · ·

0 0
p
3 0

. . .
...

...
...

. . . . . .

1

CCCCCCA
.

(74)

Finally, the Hamiltonian Ĥ = ~!(â+â� + 1/2) has the matrix representation

H = ~!

0

BBBBB@

1
2 0 0 0 · · ·
0 3

2 0 0 · · ·
0 0 5

2 0 · · ·
0 0 0 7

2

. . .
...

...
...

. . . . . .

1

CCCCCA
, (75)

which is a diagonal matrix, as expected. The diagonal matrix elements are the
corresponding energy eigenvalues.

4.6. Common Eigenstates and Conserved Quantities

Here we consider the case when there are energy degenerate states as the
solution to the same Schrödinger equation. Barring accidental case, degeneracy
among states usually occurs when there is an operator Ô (not the unit operator)
that commutates with the Hamiltonian Ĥ, i.e., [Ô, Ĥ] = 0.

This can be seen by assuming that | i is an eigenstate of Ĥ with energy
E. Next, we consider the state resulting from Ô acting on | i, which we call
| 0i = Ô| i. It is straightforward to show that | 0i is also the eigenstate of Ĥ
with energy E. Indeed,

Ĥ| 0i = ĤÔ| i = ÔĤ| i = Ô
⇣
E| i

⌘
= EÔ| i = E| 0i . (76)

Next, we show that such an operator Ô, if it is Hermitian, can help to distin-
guish energy degenerate states.

If there are n energy degenerate states for a Hamiltonian, {| 1i, | 2i, · · · , | ni},
and we manage to find an operator Ô satisfying [Ô, Ĥ] = 0. We can calculate
the matrix form of Ô in this basis (which is a subspace of the Hilbert space if
| 1i, · · · , | ni are not all the energy eigenstates of Ĥ).

O =

0

BBB@

o11 o12 · · · o1n
o21 o22 · · · o2n
...

...
. . .

...
on1 on2 · · · onn

1

CCCA
, (77)
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where the matrix element oij = h i|Ô| ji.

If Ô is a Hermitian operator, then O is a Hermitian matrix, O† = O. It is not
diagonal matrix in general. As a mathematical theorem (will not be proved here),
any Hermitian matrix can be diagonalized with a unitary matrix U ,

UOU † =

0

BBB@

õ1 0 0 0
0 õ2 0 0

0 0
. . . 0

0 0 0 õn

1

CCCA
⌘ diag{õ1, õ2, · · · , õn} , (78)

where a unitary matrix satisfies the condition, UU † = U †U = In⇥n, and detU = 1.
An analogue of unitary matrix is the orthogonal matrix which can be used for
diagonalizing a real symmetric matrix, as we learned in linear algebra.

Because UOU † is still a Hermitian matrix, its diagonal elements õ1, õ2, · · · , õn
must all be real numbers.

We can rewrite Eq. (78) as O = U †diag{ô1, ô2, · · · , ôn}U . In terms of compo-
nents,

oij =
nX

k=1

U †
ikôkUkj . (79)

Let us also define a new basis using the above unitary matrix

�
|�1i |�2i · · · |�ni

�
=
�
| 1i | 2i · · · | ni

�
U † , (80)

where |�1i, |�2i, · · · , |�ni are linear combinations of states in the original basis
| 1i, | 2i, · · · , | ni. In terms of components, |�ii =

Pn
j=1 U

†
ji| ji.

Moreover, because |�1i, |�2i, · · · , |�ni are linear combinations of energy de-
generate states | 1i, | 2i, · · · , | ni, with energy E. It is obvious that they are still
degenerate with energy equal to E, i.e., Ĥ|�ii = E|�ii for i = 1, 2, · · · , n.

In the new basis

Ô|�ii =
nX

j=1

U †
jiÔ| ji =

nX

j=1

U †
ji

nX

k=1

okj| ki . (81)

Insert Eq. (79) in the last step, we get

Ô|�ii =
nX

j=1

U †
ji

nX

k=1

nX

l=1

U †
klôlUlj| ki

=
nX

k=1

nX

l=1

õlU
†
kl| ki

 
nX

j=1

UljU
†
ji

!
.

(82)
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The last bracket gives �li because U is unitary (UU † = In⇥n). As a result,

Ô|�ii = õi

nX

k=1

U †
ki| ki = õi|�ii . (83)

In the last step, we have shown that |�ii is an eigenstate of Hermitian operator
Ô with eigenvalue õi. This applies to all the states |�1i, |�2i, · · · , |�ni in the new
basis.

Summarizing the above discussions, we have shown that if there are energy
degenerate states (| ii) of a Hamiltonian, and if there exists a Hermitian operator
Ô that commutates with Ĥ, then it is always possible to write down linear com-
bination of the degenerate states (|�ii) such that they are eigenstates of both Ĥ
and Ô,

Ĥ|�ii = E|�ii, Ô|�ii = õi|�ii . (84)

for i = 1, 2, · · · , n.

|�1i, |�2i, · · · , |�ni are called common eigenstates of Ĥ and Ô.

Generically, the eigenvalues of Ô are not identical, õ1 6= õ2 6= · · · 6= õn. If so,
we can use the eigenvalues õi (i = 1, 2, · · · , n) to distinguish the |�1i, |�2i, · · · , |�ni
states which have identical energy eigenvalue E.

One could still ask the further question what if some of the Ô eigenvalues
are still degenerate, e.g., õ1 = õ2? In this case, the typical answer is we could
find another Hermitian operator Ô0 satisfying [Ô0, Ĥ] = [Ô0, Ô] = 0. We can find
common eigenstates of Ĥ, Ô and Ô0. The eigenvalues õ01, õ

0
2, if di↵erent from each

other, can be used to further distinguish the states. — In fact, this is exactly what
happens in nature. We will see a concrete example when solving the hydrogen
atom in the next chapter.

The last remark we want to make is about conservation laws. If there is a
Hermitian operator Ô that commutates with the Hamiltonian, then the average
of this operator under any state is time invariant (conserved). To prove this, we
calculate dh |Ô| i/dt and apply the Schrödinger equation,

d

dt
h |Ô| i =

⌧
d 

dt

���� Ô| i+ h |Ô
����
d 

dt

�
= �i~hĤ |Ô| i+ i~h |Ô|H i

= i~h |[Ô, Ĥ]| i = 0 .

(85)

This result implies, if we manage to find the common eigenstate of Ĥ and Ô,
then the eigenvalues characterize this state, E and õ, are always constant of time,
although the state itself in general evolves with time.

⌅ The end.



Chapter 5. Hydrogen Atom

In this chapter, we discuss Schrödinger equation and its solutions in three
space dimensions (3D). The goal is to first derive the wavefunction and energy levels
for the hydrogen atom. With these results, we will be able to give a fundamental
explanation of the atom lines and the Rydberg formula. We will make comparison
with the phenomenological Bohr model. Toward the end of this chapter, we briefly
discuss what happens when the hydrogen atom is exposed to an external magnetic
field.

5.1. Schrödinger Equation with Central Potential

Compared to the 1D case, we make the following changes to the Schrödinger
equation in the 3D case

x ! ~r = (x, y, z) ,

p̂ ! ~̂p = �i~~r = �i~(@/@x, @/@y, @/@z) ,

p̂
2 ! ~̂p

2 = �~2r2 = �~2
✓
@
2

@x2
+

@
2

@y2
+

@
2

@z2

◆
.

(1)

The Schrödinger equation reads

i~ @
@t
 (~r, t) =

✓
� ~2
2m

r2 + V (~r)

◆
 (~r, t) . (2)

We continue to assume the potential V to be real and time-independent.

Consider the stationary state solution with fixed energy E,

 (~r, t) =  (~r)e�iEh/~
, (3)

where  (~r) satisfies the time-independent Schrödinger equation

✓
� ~2
2m

r2 + V (~r)

◆
 (~r) = E (~r) . (4)

In the following, we will focus on the special case where the potential term
V (~r) only depends on the magnitude r. This is called a central (centrifugal)
potential. The Coulomb potential for electron inside the hydrogen atom belongs
to this class, where V (r) = �e

2
/(4⇡"0r).

In the presence of a central potential, it is most convenient to write down
the Schrödinger equation in spherical coordinates, which is related to Cartesian
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coordinates as

x = r sin ✓ cos� ,

y = r sin ✓ sin� ,

z = r cos ✓ .

(5)

Correspondingly, we can convert the derivatives with respect to x, y, z into deriva-
tives with respect to r, ✓,�,

@

@x
= sin ✓ cos�

@

@r
+

cos ✓ cos�

r

@

@✓
� sin�

r sin ✓

@

@�
,

@

@y
= sin ✓ sin�

@

@r
+

cos ✓ sin�

r

@

@✓
+

cos�

r sin ✓

@

@�
,

@

@z
= cos ✓

@

@r
� sin ✓

r

@

@✓
.

(6)

It is a bit tedious but straightforward to show that

r2 =
1

r2

@

@r
r
2 @

@r
+

1

r2 sin ✓

@

@✓
sin ✓

@

@✓
+

1

r2 sin2
✓

@
2

@�2
. (7)

We can now rewrite Hamiltonian operator as

Ĥ = � ~2
2mr2

@

@r
r
2 @

@r
� ~2

2mr2

✓
1

sin ✓

@

@✓
sin ✓

@

@✓
+

1

sin2
✓

@
2

@�2

◆
+ V (r) . (8)

5.2. Orbital Angular Momentum Operators

In classical physics, the orbital angular momentum is defined as ~r ⇥ ~p. In
quantum mechanics, it corresponds to operators

~̂L = ~r ⇥ ~̂p , (9)

which is a Hermitian operator.

In terms of its components in Cartesian coordinates

L̂x = �i~
✓
y
@

@z
� z

@

@y

◆
,

L̂y = �i~
✓
z
@

@x
� x

@

@z

◆
,

L̂z = �i~
✓
x
@

@y
� y

@

@x

◆
.

(10)
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These operators satisfy the following commutation properties

[L̂i, ri] = [L̂i, p̂i] = 0 ,

[L̂i, rj] = i~"ijkrk ,

[L̂i, p̂j] = i~"ijkp̂k ,

[L̂i, L̂j] = i~"ijkL̂k ,

(11)

where i, j, k = x, y, z. Based on the above relations, we can further derive

[L̂i, ~r
2] = [L̂i, ~̂p

2] = [L̂i, ~r · ~̂p] = 0 . (12)

We can define the vector product of angular momentum operators and show

~̂L⇥ ~̂L = i~~̂L . (13)

This relation could be proved in terms of components,
⇣
~̂L⇥ ~̂L

⌘

i
= "ijkL̂jL̂k =

1

2
"ijk[L̂j, L̂k] =

1

2
"ijk

⇣
i~"jklL̂k

⌘

=
i~
2
("ijk"jkl) L̂k = i~�ilL̂k = i~L̂i .

(14)

Next, we write down the angular momentum operators in Eq. (10) in terms
of spherical coordinates

L̂x = i~
✓
sin�

@

@✓
+ cot ✓ cos�

@

@�

◆
,

L̂y = i~
✓
� cos�

@

@✓
+ cot ✓ sin�

@

@�

◆
,

L̂z = �i~ @

@�
,

(15)

and
~̂L
2 = L̂

2
x + L̂

2
y + L̂

2
z = �~2

✓
1

sin ✓

@

@✓
sin ✓

@

@✓
+

1

sin2
✓

@
2

@�2

◆
. (16)

Comparing this with Eq. (8), we find that the operator ~̂L2 is part of the Hamilto-
nian (kinetic energy),

Ĥ = � ~2
2mr2

@

@r
r
2 @

@r
+

1

2mr2
~̂L
2 + V (r) . (17)

As an important observation, ~̂L2 is an operator that takes derivatives with
respect to the angular coordinates ✓,�. Thus,

[~̂L2
, @/@r] = [~̂L2

, r] = [~̂L2
, V (r)] = 0 . (18)
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As a result,

[~̂L2
, Ĥ] = 0 . (19)

Eq. (19) is a remarkable relation if we recall the discussion in chapter 4.6.
We have found an operator that commutates with Hamiltonian. This implies
that if there are energy degenerates of the Hamiltonian, we will be able to use
~̂L
2 to distinguish these states. They will be assigned di↵erent quantum numbers

(eigenvalues) under ~̂L2.

As further step, it is crucial to note that L̂z also commutates with Ĥ, and
more over

[L̂z,
~̂L
2] = [L̂z, Ĥ] = [~̂L2

, Ĥ] = 0 . (20)

Therefore, both ~̂L2 and L̂z can be used to distinguish energy degenerate states.

Because [L̂x, L̂z], [L̂y, L̂z] 6= 0, there are no more angular momentum operators
that can be added to Eq. (20). There, we chose L̂z instead of L̂x, L̂y as a convention.

We will make the above statement more quantitative next.

5.3. Spherical Harmonics

We solve the time-independent Schrödinger equation with the Hamiltonian
given in Eq. (17),

✓
� ~2
2mr2

@

@r
r
2 @

@r
+

1

2mr2
~̂L
2 + V (r)

◆
 (~r) = E (~r) . (21)

We mention again that ~̂L2 only takes derivatives with respect to ✓,� and does not
involve r. This motivate us to factorize the wavefunction as

 (~r) = R(r)Y (✓,�) . (22)

Inserting this into Eq. (21), we obtain

� ~2
2m

Y (✓,�)
1

r2

@

@r
r
2 @

@r
R(r)+

1

2mr2
R(r)~̂L2

Y (✓,�)+V (r)R(r)Y (✓,�) = ER(r)Y (✓,�) .

(23)
Dividing each term by ~2

2mr2R(r)Y (✓,�) and with some reorganization, we obtain

1

R(r)

@

@r
r
2 @

@r
R(r) +

2mr
2

~2 (E � V (r)) =
1

~2
1

Y (✓,�)
~̂L
2
Y (✓,�) . (24)

The left-hand side of this equation is a function of coordinate r, whereas the right-
hand side is a function of coordinates ✓,�. The equation holds for any value of
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r, ✓,�. This is only possible if both sides are equal to a constant number �. The
value of � and the functions R, Y are still to be determined. In spite of these
unknowns, Eq. (24) is separated into two equations

~̂L
2
Y (✓,�) = �~2

✓
1

sin ✓

@

@✓
sin ✓

@

@✓
+

1

sin2
✓

@
2

@�2

◆
Y (✓,�) = �~2Y (✓,�) ,

d

dr
r
2 d

dr
R(r) +

2mr
2

~2 (E � V (r))R(r) = �R(r) .

(25)

The normalization condition for  (~r)

Z
d
3
~r| (~r)|2 =

Z 2⇡

0

d�

Z ⇡

0

sin ✓d✓

Z 1

0

r
2
dr| (~r)|2 = 1 , (26)

can also be separated into two conditions

Z 2⇡

0

d�

Z ⇡

0

sin ✓d✓|Y (✓,�)|2 =
Z 1

0

r
2
dr|R(r)|2 = 1 , (27)

We first solve the first equation in Eq. (25), whose solution holds for any form
of the central potential. We make a further factorization

Y (✓,�) = P (✓)Q(�) , (28)

and reorganize Eq. (25) as

1

P (✓)
sin ✓

d

d✓
sin ✓

d

d✓
P (✓) + � sin2

✓ = � 1

Q(�)

d
2

d�2
Q(�) . (29)

Using a similar argument that the left- (right-)hand side only depends on ✓ (�),
both sides must be equal to another constant, which we call m2. This yields two
equations

d
2

d�2
Q(�) +m

2
Q(�) = 0 ,

sin ✓
d

d✓
sin ✓

d

d✓
P (✓) +

�
� sin2

✓ �m
2
�
P (✓) = 0 .

(30)

The first normalization condition Eq. (27) can be further separated as

Z 2⇡

0

d�|Q(�)|2 =
Z ⇡

0

sin ✓d✓|P (✓)|2 = 1 , (31)

The first equation of Eq. (30) is rather simple to solve, the general solution is

Q(�) / e
im�

. (32)
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Periodic condition in the � direction, Q(�) = Q(� + 2⇡) implies m must be an
integer,

m = 0,±1,±2, · · · . (33)

The normalization condition further fully determines the form of Q(�),

Q(�) =
1p
2⇡

e
im�

. (34)

To solve the second equation of Eq. (30), we define ⇠ = cos ✓ (thus �1  ⇠ 
1), which leads to

(1� ⇠)2
d
2
P

d⇠2
� 2⇠

dP

d⇠
+

✓
�� m

2

1� ⇠2

◆
P = 0 . (35)

This is a special di↵erential equation called the associated Legendre equation. For
it to have a regular solution (no divergence) everywhere in �1  ⇠  1, we need

� = `(`+ 1) , (36)

where ` is a positive integer
` = 1, 2, 3, · · · . (37)

For given `, the range of m is restricted to

m = �`, �(`� 1), · · · , 0, · · · , (`� 1), ` . (38)

When the above conditions are fulfilled, the function P = P
m
` (cos ✓) is a finite

polynomial. As a few examples,

P
0
0 (cos ✓) = 1, P

0
l (cos ✓) = cos ✓, , P

±1
1 (cos ✓) = ⌥ sin ✓ ,

P
0
2 (cos ✓) =

1

2
(3 cos2 ✓ � 1), P

1
2 (cos ✓) = �3 sin ✓ cos ✓, P

2
2 (cos ✓) = 3 sin2

✓ .

(39)

More generally, Pm
` (cos ✓) satisfy the following conditions

P
�m
` (cos ✓) = (�1)m

(`�m)!

(`+m)!
P

m
` (cos ✓) ,

Z ⇡

0

sin ✓d✓Pm
` (cos ✓)Pm

`0 (cos ✓) =
2

2`+ 1

(`+m)!

(`�m)!
�``0 .

(40)

The normalization Eq. (31) then fully determines the form P (✓) in terms of the
Legendre polynomial

P (✓) = (�1)m

s
2`+ 1

2

(`�m)!

(`+m)!
P

m
` (cos ✓) . (41)
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With the solutions Eqs. (34) and (41), we introduce the spherical harmonic
functions

Y`m(✓,�) = (�1)m

s
2`+ 1

4⇡

(`�m)!

(`+m)!
P

m
` (cos ✓)eim�

. (42)

Useful properties of the spherical harmonics are

Y`m(✓,�) = (�1)mY`,�m(✓,�) ,
Z 2⇡

0

d�

Z ⇡

0

sin ✓d✓Y ⇤
`m(✓,�)Y`0m0(✓,�) = �``0�mm0 ,

~̂L
2
Y`m(✓,�) = `(`+ 1)~2Y`m(✓,�) ,

L̂zY`m(✓,�) = m~Y`m(✓,�) .

(43)

Y`m(✓,�) is the common eigenstate of ~̂L2 and L̂z. We can label it with the
corresponding quantum numbers

`, m , (44)

where ` is referred to as the orbital (or azimuthal) quantum number, and m is the
magnetic quantum number. We will see the meaning of these names later in this
chapter.

Since we already know that Y`m(✓,�) is a spherical harmonic function, once the
values of ` andm are give, the angular part of the wavefunction is fully determined.

Based on the discussion of chapter 4.6, if a wavefucntion living in central
potential has a particular set of quantum numbers ` andm, then it always possesses
these numbers when evolving with time. They are conserved quantum numbers.

Y`m(✓,�) is not the eigenstate of L̂x or L̂y. It does not have a fixed quantum
number under these two operators. This is because [L̂x, L̂z], [L̂y, L̂z] 6= 0. When
they act on Y`m(✓,�), we have the following relations

L̂±Y`m(✓,�) = ~
p
`(`+ 1)�m(m+ 1)Y`,m±1(✓,�)

= ~
p

(`±m+ 1)(`⌥m)Y`,m±1(✓,�) ,
(45)

where

L̂± ⌘ L̂x ± iL̂y = i~e±i�

✓
⌥i

@

@✓
+ cot ✓

@

@�

◆
, (46)

are also called raising and lower operators (in terms of changing the magnetic
quantum number m).

In the following picture, we show how the spheric harmonic functions look
(for `  2) in 3D space. In a given direction (✓,�), the distance of from surface to
the origin is given by |Y`m(✓,�)|.
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5.4. The Hydrogen Atom

Our next task will be to solve the second equation of Eq. (25). To this end,
we need to decide on the form of the central potential V (r). We focus on the case
of the hydrogen atom, which is a bound state made of a proton with +e electric
charge and an electron with �e electric charge. They feel the attractive Coulomb
potential from each other. In reality, the proton is about 2000 times heavier than
the electron. Therefore, as a good approximation, we can put the proton at the
origin of spherical coordinates (which barely moves), and the electron’s position is
described by ~r. In this case,

V (r) ' � e
2

4⇡"0r
. (47)

We can do better than this. In general, we describe the proton’s position with
~r2 and electron’s position with ~r1. They both could have a kinetic energy. Their
Hamiltonian in quantum mechanics is

Ĥ = � ~2
2m

r2
1 �

~2
2m

r2
2 + V (r) , (48)

where ~r1,2 = @/@~r1,2, and V (r) is given by Eq. (47) and r = |~r1 � ~r2|.
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We redefine coordinate

~r = ~r1 � ~r2 , ~R =
m~r1 +M~r2

m+M
, (49)

where m (M) is the mass of electron (proton). ~R is the center of mass of the
electron-proton system.

In terms of r and R, we have

~r1 = ~r+
m

m+M

~rR ,

~r2 = �~r+
m

m+M

~rR ,

(50)

where ~r = @/@~r and ~rR = @/@ ~R.

The Hamiltonian can be written as

Ĥ =

✓
� ~2
2µ

r2 + V (r)

◆
+

✓
� ~2
2(m+M)

r2
R

◆
, (51)

where µ = mM/(m+M) is the reduced mass of the electron-proton system. Nu-
merically, µ ' m is very close to the electron mass. The Hamiltonian is separated
into two uncoupled parts, describing the relative motion of electron and proton,
and the overall motion of center-of-mass frame that has no external potential,
respectively. The resulting wavefunction factorizes into the product

 (~r)f(~R) , (52)

where f(~R) is a plane wave

f(~R) =
1p
V
e
i ~K·~R

, (53)

and  (~r) satisfies the Schrödinger equation

✓
� ~2
2µ

r2 � e
2

4⇡"0r

◆
 (~r) = E (~r) . (54)

In chapter 5.3, we have derived that

 (~r) = R(r)Y`m(✓,�) , (55)

where Y`m(✓,�) is the spherical harmonic function. The equation for R(r) is the
second equation in Eq. (25) but with the replacement m ! µ (to be strict)

d

dr
r
2 d

dr
R(r) +

2µr2

~2

✓
E +

e
2

4⇡"0r

◆
R(r) = `(`+ 1)R(r) . (56)
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5.5. The Radial Wavefunction and Energy Levels

We proceed to solve Eq. (56).

Define �(r) = rR(r), we find

d�

dr
= R + r

dR

dr
,

d
2
�

dr2
=

1

r

d

dr
r
2 d

dr
R(r) . (57)

Thus, the equation for � is

d
2

dr2
�(r) +

2µ

~2

✓
E +

e
2

4⇡"0r

◆
�(r) =

`(`+ 1)

r2
�(r) . (58)

Next, we clean up the constant factors ~, e, "0 by a rescaling of the coordinate
r into r̃ = Ar (A is decided below). The di↵erential equation for �(r̃) is

�
00(r̃) +

✓
2µE

A2~2 +
2µe2

4⇡"0~2Ar̃
� `(`+ 1)

r̃2

◆
�(r̃) = 0 , (59)

where 00 means d
2
/dr̃

2. We choose A = µe
2
/(4⇡"0~2) and further define Ẽ =

µE/(A2~2). This leads to

�
00(r̃) +

✓
2Ẽ +

2

r̃
� `(`+ 1)

r̃2

◆
�(r̃) = 0 , (60)

We first examine the asymptotic behavior of this equation near the origin.
For r̃ ! 0, the equation is approximately

�
00(r̃)� `(`+ 1)

r̃2
�(r̃) ⇠ 0 , (61)

whose solutions are � = Ar̃
`+1 + Br̃

�`. Because ` � 0 (see Eq. (37)), for the
wavefunction not to blow up at origin, we must have B = 0, thus � / r̃

`+1 as
r̃ ! 0.

Next, we examine the behavior at infinity. For r̃ ! +1, the equation of � is
approximately

�
00(r̃) + 2Ẽ�(r̃) = 0 , (62)

whose solution is � / Ae

p
�2Ẽr̃ +Be

�
p

�2Ẽr̃. Because E is a real number, for the

wavefunction not to blow up at infinity, we must have A = 0, thus �(r̃) / e
�
p

�2Ẽr̃

as r̃ ! +1.

Motivated by these behaviors, we define

�(r̃) = r̃
`+1

e
�
p

�2Ẽr̃
u(r̃) . (63)
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We further define � =
p

�2Ẽ ⇠ = 2�r̃. The equation for ũ can be written as

⇠
d
2
u

d⇠2
+ (2(`+ 1)� ⇠)

du

d⇠
�
✓
`+ 1� 1

�

◆
u = 0 . (64)

This is a special di↵erential equation called the confluent hypergeometric equation.

We can insert the series expansion u =
P1

j=0 cj⇠
j into the above equation and

derive the recursion relation among the coe�cients cj,

cj+1 =
j + `+ 1� 1/�

(j + 1)(j + 2`+ 2)
cj . (65)

In order for this polynomial to the finite, it must be truncated at some finite power
of ⇠ term. This implies that nr = �(`+1� 1/�) have to be non-negative integers,
i.e., nr = 0, 1, 2, · · · .

It is useful to define the principle quantum number n, which is also an integer,

n =
1

�
= nr + `+ 1 . (66)

Possible values of n is n = 1, 2, 3, · · · , and correspondingly, the range of orbital
quantum number ` satisfies 0  `  (n� 1).

Because � is related to the energy eigenvalue E (recall � =
p
�2Ẽ and

Ẽ = µE/(A2~2)), we find that the energy of the system must be quantized. The
energy eigenvalues are

En = � µe
4

32⇡2"20~2
1

n2
, (67)

which agrees with the prediction of Bohr’s model discussed in chapter 1.5. Here
we derive this result from the more fundamental Schrödinger equation.

|En| = �En is often called the binding energy of the n-th level of hydeogen
atom. The ground state corresponds to n = 1, ` = m = 0.

It is useful to introduce the fine-structure constant

↵ =
e
2

4⇡"0c~
=

1

137
, (68)

where c is the speed of light. This allows us to rewrite the energy as

En = �µ↵
2
c
2

2n2
= � 1

n2
⇥ 13.6 eV . (69)

Another useful quantity we can define is the Bohr radius

a =
4⇡"0~2
µe2

=
~

µc↵
= 0.529 Å . (70)
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The Bohr radius describe the de Broglie wavelength of electron inside the hydrogen
atom (see Eq. (82) below), which dictates the size of the atom. The corresponding
typical momentum of the electron is p ⇠ h/a ⇠ µ↵c. Because µ is roughly the
electron mass, we could interpret the factor ↵c as the typical velocity of electron
when it orbits around the proton. This velocity v = c/137 ⌧ c implies that
electron is non-relativistic in the hydrogen atom.

One could apply the Heisenberg uncertainty principle and derive an estimate
of the ground state binding energy Eq. (67), in a similar fashion as chapter 4.3.

In the classical limit, ~ ! 0, we have a ! 0, En ! �1. There is no bound
state with finite energy in the classical limit. This is consistent with the classical
physics picture where the electron will continue losing energy by radiating light
and eventually fall on to the proton.

With the Bohr radius, we could also write the energy eigenstate as

En = � ~2
2n2µa2

. (71)

There is a remarkable feature about the energy eigenvalue given in Eq. (67)
(or equivalently, Eqs. (69) and (71)). It only depends on the principle quantum
number n, but not the other quantum numbers of `,m of the state, implying the
presence of degeneracy.

The degeneracy is most obvious if we write down the wavefunction explicitly.
The properly normalized radial wavefunction (which is a real function) for hydrogen
atom with quantum numbers (n, `) is,

Rn`(r) =

s✓
2

na

◆3 (n� `� 1)!

2n(n+ `)!
e
� r

na

✓
2r

na

◆`

L
2`+1
n�`�1

✓
2r

na

◆
. (72)

where L
2`+1
n�`�1 is the associated Laguerre polynomial. In terms of series expansion

in r (or ⇠), its coe�cients satisfy the recursion relation Eq. (65).

More formally, the finite solution to Eq. (64) is

u =1F1(�n+ `+ 1, 2`+ 2, ⇠) =1F1

✓
�n+ `+ 1, 2`+ 2,

2r

na

◆
, (73)

where 1F1(a, b, z) is the confluent hypergeometric function of the first kind, and we
have used ⇠ = 2�r̃ = 2(1/n)(r/a). For a = �n+ `+1 is zero or a negative integer,
and b = 2`+2 is also an integer, confluent hypergeometric function reduces to the
associated Laguerre polynomial,

u =1 F1

✓
�n+ `+ 1, 2`+ 2,

2r

na

◆
=

(2`+ 1)!(n� `� 1)!

(n+ `)!
L
2`+1
n�`�1

✓
2r

na

◆
. (74)
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5.6. The Total Wavefunction

Together with angular wavefunction, the spherical harmonics, the total wave-
function is

 n`m(~r) =

s✓
2

na

◆3 (n� `� 1)!

2n(n+ `)!
e
� r

na

✓
2r

na

◆`

L
2`+1
n�`�1

✓
2r

na

◆
Y`m(✓,�) . (75)

As an example, the ground state wavefunction is simply

 100(~r) =

r
1

⇡a3
e
�r/a

, (76)

and in more details

R10(r) =
2

a3/2
e
�r/a

, Y00(✓,�) =

r
1

4⇡
. (77)

To summarize, the hydrogen atom wavefunction is characterized by three
quantum numbers, n, `,m,

• Principle quantum number n, with range

n = 1, 2, 3, · · · .

• Orbital quantum number `. For given n, the range is

` = �n, �(n� 1), · · · , 0, · · · , (n� 1), n .

• Magnetic quantum number m. For given `, the range is

m = �`, �(`� 1), · · · , 0, · · · , (`� 1), ` .

For given n, there are in total

n�1X

`=0

X̀

m=�`

1 = n
2
, (78)

di↵erent states having the same energy eigenvalue En = �13.6 eV/n2. The degree
of degeneracy is n2.

Given the quantum numbers n, `,m, the wavefunction of the hydrogen atom
is completely fixed. Of course one needs to know to insert these quantum num-
bers into the corresponding spherical harmonic function and Laguerre polynomial.
From now on, it is assumed that we are already educated and know this proce-
dure. As a result, we can use the Dirac’s ket notation to represent the hydrogen
wavefunction Eq. (75),

 n`m(~r) �! |n`mi . (79)
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The following picture illustrates the hydrogen states and their degeneracy.
The horizontal axis labels n, and the vertical axis labels `. Each colored line has
a (2`+ 1)-fold degeneracy due to choices of m.

The following plots show the radial wavefunction Eq. (72) for the lowest few
states of hydrogen atom, with n  3 and `  n� 1. A few features that are worth
noting. For Rn`, the wavefunction vanishes at r = 0 for ` > 0. The principle
quantum number n counts the number of zero points of the radial wavefunction.
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The above radial wavefunction satisfies the normalization condition

Z 1

0

r
2
dr|Rn`(r)|2 = 1 . (80)

We define the probability density of finding the electron along the radial direction,
as a function of r

Pn`(r) = r
2
dr|Rn`(r)|2 =

Z 2⇡

0

d�

Z ⇡

0

sin ✓d✓| n`m(~r)|2 . (81)

The pictures below shows the shape of P (r) for the lowest few states of hydrogen
atom.

������

� � � � � ��
���

���

���

���

���

���

���
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� ���
���
���

������

� � �� �� �� ��
����

����

����

����

����

�/��

�

��� ��� ���

Clearly, all P (r) vanishes at the origin r = 0 due to the r
2 factor in Eq. (81).
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We can calculate the average of r under the ground state,

h100|r|100i =
Z 2⇡

0

d�

Z ⇡

0

sin ✓d✓

Z 1

0

r
2
dr 

⇤
n`m(~r)r n`m(~r)

=

Z 2⇡

0

d�

Z ⇡

0

sin ✓d✓|Y00(✓,�)|2
Z 1

0

r
2
dr rR10(r)

2

=

Z 1

0

dr rP10(r)

=

Z 1

0

dr r
3
e
�2r/a =

3

2
a .

(82)

This exercise tell us that the size of the hydrogen atom in ground state is
indeed characterized by the Bohr radius. However, unlike the Bohr model, there is
no “orbit” at all for the electron moving around the proton. It is more appropriate
to understand the electron distribution as a standing wave around the proton.
The fundamental nature of the wave is encoded in |n`mi, which is the solution
to the Schrödinger equation. This is how hydrogen atom is described in quantum
mechanics.

5.7. Selection Rules for Atomic Transitions

So far, by solving the Schrödinger equation for hydrogen atom, we manage
to derive the energy levels and the corresponding wavefunctions of hydrogen atom
states. However, we still cannot explain how an electron, in an excited state,
turns into lower state leading to atomic transition lines. From the energy level
di↵erence, we could tell the frequency/wavelength of the radiated photon due to
the transition (see the picture below). What we cannot tell is the rate for such a
reaction to occur.
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This is because the Hamiltonian we started with, Ĥ = ~̂p
2
/(2µ) + V (see

Eq. (51)), only includes the static electric potential. It does not contain the piece
of electromagnetic radiation fields ~E and ~B. We need additional interaction terms
in the Hamiltonian to account for the dynamics of atomic transitions.

The inclusion of electromagnetic radiation field is dictated by the minimal cou-
pling rule, which promots the momentum operator into the canonical momentum
operator. For the case of electron, we make the replacement

~̂p ! ~̂p� e ~A , (83)

where ~A is the vector potential. It is related to the ~E and ~B fields via

~E =
@ ~A

@t
� ~rV , ~B = ~r⇥ ~A . (84)

With this replacement, the Hamiltonian becomes

Ĥ =

⇣
~̂p� e ~A(~r)

⌘2

2µ
+ V (r) =

⇣
�i~~r� e ~A(~r)

⌘2

2µ
+ V (r)

= � ~2
2µ

r2 +
ie~~r · ~A

2µ
+

e
2 ~A

2

2µ
+ V (r) .

(85)

The second term is relevant for atomic transition with a single photon emission.

Deriving the atomic transition rate is beyond the scope of this course. It
requires the time-dependent perturbation method. If you are interested in how the
calculation is done, please see Chapter 18.5 of the textbook Principles of Quantum
Mechanics by R. Shankar. In a nutshell,

Decay rate /

�����

*
nf`fmf

�����
~̂p · Â
µ

�����ni`imi

+�����

2

(86)

Here, we simply present the selection rules for atomic transitions. Denoting
the initial and final state of the transition by lower index “i” and “f”, we have

• Electron can de-excite from a higher energy level to a lower level, ni > nf .

• The orbital quantum number must change, `f � `i = ±1.

• The magnetic quantum number could change by ±1 or stay unchanged, mf�
mi = 0, ±1.

• The magnetic quantum number for spin remain unchanged, (ms)f � (ms)i =
0. This will be addressed in the next chapter.
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These selection rules are illustrated by the following picture. As a concrete
example, the |n`mi = |200i state is forbidden to de-excite to the ground state
|100i, because the `f � `i = ±1 rule cannot be fulfilled.

5.8. The Paschen-Back E↵ect

The interacting Hamiltonian Eq. (85) not only leads to atomic transitions,
but also observable e↵ects when electron is exposed to external electromagnetic
fields. At the end of this section, we consider the impact of an external magnetic
field on the hydrogen atom. This leads to the Paschen-Back E↵ect discovered in
1921.

Consider a homogeneous magnetic field along the ẑ-axis direction, ~B = Bẑ.
In order to include its e↵ect in the Schrödinger equation, we resort to Eq. (85).
We choose the form of vector field to be 1

~A =
1

2
~B ⇥ ~r , (87)

which is consistent with B = ~r⇥ ~A. It is straightforward to verify this relation

~B = ~r⇥
✓
1

2
~B ⇥ ~r

◆
=

1

2

⇣
~B(~r · ~r)� ( ~B · ~r)~r

⌘

=
3

2
~B � 1

2
Biri~r =

3

2
~B � 1

2
~B = ~B .

(88)

With ~B = Bẑ, Eq. (87) implies

Ax = �1

2
By , Ay =

1

2
Bx , Az = 0 . (89)

1This choice is not unique though.



19

Plugging Eq. (87) into Eq. (85), we get

Ĥ =
1

2µ

�
(p̂x � eBy/2)2 + (p̂y + eBx/2)2 + p̂

2
z

�
+ V (r)

=
1

2µ

✓
~̂p
2 + eBL̂z +

1

4
e
2
B

2(x2 + y
2)

◆
+ V (r) .

(90)

To proceed, we notice that the term proportional to B
2 in the above La-

grangian is subdominant to the term proportional to B. Indeed, even in today’s
laboratories, the largest magnetic field we could create is less than 10 Tesla. We
take the average of the B

2 and B terms under a generic hydrogen wavefunction,
using the approximations hL̂zi ⇠ ~ and hx2 + y

2i ⇠ a
2. The ratio of the two

averages is
hB2-termi
hB-termi ⇠ eBa

2

~ . e 10Tesla (1 Å)2

~ . (91)

Using the unit conversions 1 Å = 10�10m, and 1Tesla = 5.8⇥ 10�11 MeV 2m
e~ where

m = 0.511MeV/c2 is the electron mass, we find

hB2-termi
hB-termi . 5.9⇥ 10�30 m2 MeV2

~2c2 . (92)

Finally, using ~c = 1.97⇥ 10�13 MeV m, we find

hB2-termi
hB-termi . 1.5⇥ 10�4 ⌧ 1 . (93)

This comparison shows that the B
2 term in Eq. (90) is indeed negligible for

the case of hydrogen atom. This means the magnetic field is weak, thus we can
only keep its leading e↵ect, which is linear in B. Under this approximation, the
Hamiltonian becomes

Ĥ =

 
~̂p
2

2µ
+ V (r)

!
+

eB

2µ
L̂z . (94)

The bracket is the Hamiltonian we used to solve for the hydrogen atom earlier this
chapter. The last term is a (small) correction to the it.

We further assume that the hydrogen atom wavefunctions remain the same as
derived in chapter 5.6. This is an approximation. The wavefunctions do change,
and the change is proportional to B in the weak field limit. The corresponding
e↵ect on the energy level occurs at higher order.

With the same |n`mi states, we consider the impact of the last term in Eq. (94)
on the hydrogen energy levels. The time-independent Schrödinger equation now
reads ( 

~̂p
2

2µ
+ V (r)

!
+

eB

2µ
L̂z

)
|n`mi = En`m|n`mi . (95)
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It is straightforward to obtain

En`m = En +
meB~
2µ

, (96)

where En is the energy eigenstate of |n`mi in the absence of the magnetic field,
given by Eq. (67).

Clearly, the presence of an external magnetic field breaks the degeneracy for
di↵erent magnetic quantum numbers (that is why m is called the magnetic quan-
tum number). We expect the energy level splitting as illustrated by the picture
below. The amount of splitting is proportional to the strength of the magnetic
field. This is indeed what has been observed experimentally.

5.9. Added Note: Algebraic Method for Hydrogen

The discussion here is somewhat beyond the scope of this course. Skip it if
you do not have time.

I am still presenting such a discussion because it is very elegant. It is a gener-
alization of the algebraic method solution to the 1D harmonic oscillator discussed
in the previous chapter. Here we present an algebraic method for solving the
hydrogen atom.

The starting point is Eq. (58) for the radial wavefunction, which can be rewrit-
ten in the form of a 1D Schrödinger equation

� ~2
2µ

d
2

dr2
�(r)� e

2

4⇡"0r
�(r) +

`(`+ 1)~2
2µr2

�(r) = E�(r) . (97)
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The Hamiltonian can be rewritten in terms of the Bohr radius a = 4⇡"0~2/(µe2),

Ĥ` =
p̂
2

2µ
� ~2

µar
+
`(`+ 1)~2

2µr2
. (98)

where p̂ = �i~d/dr.

In analogy to the harmonic oscillator, we introduce raising and lowering op-
erators of the following forms

â±(`) =
~ap
2~

✓
⌥ d

dr
+
`+ 1

r
� 1

(`+ 1)a

◆
. (99)

It is straightforward to show that

â�(`)â+(`) =
a
2

2~2

 
p̂
2 + ~2

✓
`+ 1

r
� 1

(`+ 1)a

◆2

+ ~2 d

dr

✓
`+ 1

r
� 1

(`+ 1)a

◆!

=
µa

2

~2

✓
p̂
2

2µ
� ~2

µar
+
`(`+ 1)~2

2µr2

◆
+

1

2(`+ 1)2
,

(100)

and

â+(`)â�(`) =
µa

2

~2

✓
p̂
2

2µ
� ~2

µar
+

(`+ 1)(`+ 2)~2
2µr2

◆
+

1

2(`+ 1)2
. (101)

Comparing these with the Hamiltonian in Eq. (98), we find the following
relationships

Ĥ` =
~2
µa2

✓
â�(`)â+(`)�

1

2(`+ 1)2

◆
, Ĥ`+1 =

~2
µa2

✓
â+(`)â�(`)�

1

2(`+ 1)2

◆
.

(102)
It is clear that

Ĥ`â�(`) = â�(`)Ĥ`+1 , â+(`)Ĥ` = Ĥ`+1â+(`) . (103)

They imply that if | i is an eigenstate of the Hamiltonian Ĥ`+1 with energy E,
then â�(`)| i is the eigenstate of Ĥ` with the same energy. Similarly, if | i is an
eigenstate of the Hamiltonian Ĥ` with energy E, then â+(`)| i is the eigenstate
of Ĥ`+1 with the same energy.

This implies that the operators â±(`) play the role of raising and lowering
operators with respect to the orbital quantum number `,

â�(`)
���E, `+ 1

E
/
���E, `

E
, â+(`)

���E, `

E
/
���E, `+ 1

E
(104)
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â�(`) is the lowering operators of the orbital quantum number but does not change
principle quantum number. The action of â+(`) also illustrated by the picture
below (see the black arrows).

One physical input to make further progress is to assume that at each energy
level, there exist a state with the highest (and finite) orbital quantum number `max,
such that a raising operator acting on this state gives zero

â+(`max)
���E, `max

E
= 0 . (105)

In other words, no state with `max + 1 exists.

Together with the first equation of Eq. (102), we can obtain the eigenvalue
equation for this state

E

���E, `max

E
= Ĥ`max

���E, `max

E
=

~2
µa2

✓
â�(`max)â+(`max)�

1

2(`max + 1)2

◆ ���E, `max

E

= � ~2
2µ(`max + 1)2a2

���E, `max

E
.

(106)

This helps to find the energy eigenvalue

En = � ~2
2n2µa2

, (107)

where we introduce the principle quantum number n = `max + 1. This result is
consistent with Eq. (71).

This is how W. Pauli managed to derive the energy levels of hydrogen and
explain the atomic lines, without the knowledge of the Schrödinger equation!
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⌅ The end.
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Chapter 6. Spin

So far in this lecture, we have described the electron as a particle/wave which
carries an intrinsic electric charge q = �e. In the case of hydrogen atom, this
charge dictates the static Colomb potential sourced by the proton, which is used
in the Schrödinger equation. All the results derived there, including the hydrogen
energy levels, wavefunctions, and even the energy shift in the external magnetic
field, are based on the presence of this electric charge, and no others.

In fact, there is more than just the electric charge. The electron also car-
ries another intrinsic quantity, which is the spin (Pauli, 1924; Uhlenbeckand,
Goudsmit, 1925). Spin is a kind of angular momentum, similar to the orbital
angular momentum ~L discussed earlier. 1 Thus it is a vector and has three com-
ponents. We denote the spin angular momentum operator as ~S = (Ŝx, Ŝy, Ŝz)
hereafter. When we say an electron has spin, what we mean is that the electron is
in an eigenstate state of spin operator(s) (for details see below).

However, there is a fundamental di↵erence between the orbital and spin angu-
lar momenta. The orbital angular momentum operator ~L was introduced when we
talk about the electron in the hydrogen atom, when it “orbits” around the proton.
The corresponding orbital angular momemtum eigenstate |`mi is determined by
the spatial distribution of the electron. In contrast, the existence of electron’s spin
has nothing to do with its spatial distribution and does not require the electron to
be inside an atom or any potential. Under any circumstances (even if the electron
is free, at rest, or moving as a plane wave), where there is no need to introduce ~L,
we still need to intoduce the concept of spin (in addition to the electric charge),
in order to fully describe the electron.

As mentioned above, the spin operator ~S is a three-vector. It satisfies all the
general properties of angular momentum opeators,

[Ŝa, Ŝb] = i~"abcŜc ,

[~S2
, Ŝa] = 0 ,

(1)

where the indices a, b, c = x, y, z. (When the same index appear twice, it is summed
over x, y, z implicitly.) Moreover, because spin does not depend on the spatial
distribution of the electron, ~S commutates with the ~r, ~p, ~L operators and does not
act on the part of waveunction that is a function of position,  (~r).

Due to the above commutation relations, there exist common eigenstates of

1It is worth emphasizing that the electron spin is not a classical concept and has no cor-
respondance in the classical limit. You are not supposed to naively think of spin as the
electron spinning around some axis. It is interesting to read about some history here:
http://lorentz.leidenuniv.nl/history/spin/spin.html

http://lorentz.leidenuniv.nl/history/spin/spin.html
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the ~S2 and Ŝz operators, which we will call the spin states. They are labeled by
quantum numbers s and ms, respectively. When the ~S2 and Ŝz operators acting
on a |smsi state, we can get their eigenvalues

~S
2 |smsi = s(s+ 1)~2 |smsi ,

Ŝz |smsi = ms~ |smsi .

(2)

Because Ŝx and Ŝy do not commutate with Ŝz, the above spin state |smsi is not
an eigenstate of them. The spin state satisfies the normalization condition, which
under Dirac’s bra and ket notation, take the simple form

hs0 m0
s|smsi = �ss0�msm0

s
(3)

Our experience with the orbital angular momentum told us that ` = 0, 1, 2, . . .
must be integers. However, the possible values of s quantum number is broader
than those, it can be either an integer or a half-integer (non-negative), s =
0, 12 , 1,

3
2 , 2, . . . . For given s, the possible values ofms are �s,�(s�1), . . . , (s�1), s.

In nature, we have discovered particles with various values of spin s.

• Spin-0: Higgs boson, pions in strong interactions . . .

• Spin-12 : electron, proton, neutron . . .

• Spin-1: photon . . .

• Spin-2: graviton . . .

In particular, we will continue to talk about the electron, where s = 1
2 andms = ±1

2

(often called spin-up and spin-down states). The common eigenstates of ~S2 and
Ŝz are denoted by

��1
2 ms

↵
with ms = ±1

2 , and they satisfy

~S
2

����
1

2
± 1

2

�
=

3~2
4

����
1

2
± 1

2

�
,

Ŝz

����
1

2
± 1

2

�
= ±~

2

����
1

2
± 1

2

�
.

(4)

(Some people also denote
��1
2 ± 1

2

↵
as |" i, |# i, for simplicity.)

A general spin state (wavefunction) can be written as a linear combination of��1
2 ± 1

2

↵
, as

| Si = ↵

����
1

2

1

2

�
+ �

����
1

2
� 1

2

�
. (5)

where ↵, � are complex numbers in general. If ↵, � satisfy
p

|↵|2 + |�|2 = 1,
this state is properly normalized, i.e., h S| Si = 1. The statistical interpretation
of wavefunction in quantum mechanics tells that the probability of finding the
electron in the spin up (or down) state is |↵|2 (or |�|2).
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6.1. The matrix representation

Here we introduce a useful way of doing calculations involving spin states and
opearators. Introduce the Pauli matrices ~� = (�x, �y, �z) where

�x =

✓
0 1
1 0

◆
, �y =

✓
0 �i

i 0

◆
, �z =

✓
1 0
0 �1

◆
. (6)

These 2 ⇥ 2 matrices satisfy the commutation relations

[�a, �b] = 2i"abc�c ,

[~�2
, �a] = 0 ,

(7)

with indices a, b, c = x, y, z, as well as a couple of simple properties,

~�
2 = �

2
x + �

2
y + �

2
z = 3 , �

2
x = �

2
y = �

2
z = , (8)

where denotes the 2⇥ 2 unit matrix. The above commutation relations are very
similar to those of the spin operators, Eq. (1), up to a factor of 2. This comparison
suggests the existence of the following matrix representation of operator ~S,

~S =
~
2
~� . (9)

At the same time, the spin states also have the column matrix representation
����
1

2

1

2

�
=

✓
1
0

◆
,

����
1

2
� 1

2

�
=

✓
0
1

◆
. (10)

The representation of the corresponding bra are row matrices
⌧
1

2

1

2

���� =
�
1 0

�
,

⌧
1

2
� 1

2

���� =
�
0 1

�
. (11)

These definitions are consistent with the eigenvalue equations Eq. (4) and the
normalization condition Eq. (3).

A general spin state (wavefunction) in Eq. (5) can now be written as

| Si = ↵

✓
1
0

◆
+ �

✓
0
1

◆
=

✓
↵

�

◆
. (12)

With the matrix definitions of Ŝx and Ŝy, we are able to explicity work out
how they act on a given spin state (also a matrix). For example, we can calculate
the average of Ŝx, Ŝy under the state | Si as

h S|Ŝx| Si =
�
↵
⇤
�
⇤� ~

2

✓
0 1
1 0

◆✓
↵

�

◆
=

~
2
(↵⇤

� + �
⇤
↵) = ~Re(↵�⇤) ,

h S|Ŝy| Si =
�
↵
⇤
�
⇤� ~

2

✓
0 �i

i 0

◆✓
↵

�

◆
= i

~
2
(�↵⇤

� + �
⇤
↵) = ~ Im(↵�⇤) .

(13)
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Both averages are real numbers of course, since Ŝx and Ŝy are hermitian operators.
Here one should note, the principle the quantum mechanics dictates that, each
time we make a measurement of an hermitian operator under any state, the result
we get must be one of its eigenvalues, which in the case of Ŝx or Ŝy is ±~/2.
Therefore, the above average value we derive should be interpreted as the average
value after making many measurements of the operator under that state | Si.

Another useful exercise is to find out values for ↵ and � such that | Si is an
eigenstate of Ŝx (or Ŝy). Let’s focus on the Ŝx operator. Clearly

Ŝx| Si = ~
2

✓
0 1
1 0

◆✓
↵

�

◆
=

~
2

✓
�

↵

◆
. (14)

Noting that

✓
�

↵

◆
= ±

✓
↵

�

◆
when ↵ = ±�. The normalization condition

p
|↵|2 + |�|2 =

1 further implies ↵ = ±� =
p

1/2, up to an unphysical common phase factor ei✓

which is set to be 1. Thus we derive

Ŝx

✓p
1/2p
1/2

◆
=

~
2

✓p
1/2p
1/2

◆
, Ŝx

✓ p
1/2

�
p

1/2

◆
= �~

2

✓ p
1/2

�
p

1/2

◆
. (15)

The two eigenvalues of Ŝx are ±~/2, the same as those of Ŝz. You are encouraged
to work out the eigenstates and eigenvalues of Ŝy operator as an exercise.

6.2. A few properties of the Pauli matrices

Below the indices a, b, c = x, y, z. When the same index appear twice, it is
summed over x, y, z implicitly.

�
2
a = ,

Tr(�a) = 0 ,

Det(�a) = �1 ,

�x�y�z = i ,

[�a, �b] ⌘ �a�b � �b�a = 2i"abc�c ,

{�a, �b} ⌘ �a�b + �b�a = 2�ij ,

�a�b = �ij + i"abc�c ,

(~� · ~A)(~� · ~B) = ~A · ~B + i~� · ( ~A ⇥ ~B) ,

e
i~�· ~A = cos | ~A| + i

~� · ~A
| ~A|

sin | ~A| ,

e
i�z✓ = cos ✓ + i�z sin ✓ .

(16)

Define ladder operators

Ŝ± ⌘ Ŝx ± iŜy =
1

2
(�x ± i�y) . (17)
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It is straightforward to verify

Ŝ+ =

✓
0 1
0 0

◆
, Ŝ� =

✓
0 0
1 0

◆
, (18)

thus

Ŝ+

✓
1
0

◆
=

✓
0
0

◆
= 0, Ŝ+

✓
0
1

◆
=

✓
1
0

◆
,

Ŝ�

✓
1
0

◆
=

✓
0
1

◆
, Ŝ�

✓
0
1

◆
=

✓
0
0

◆
= 0 .

(19)

6.3. Adding the spin wavefunction to hydrogen

Now that we know electron has spin and is also described by a spin wave-
function. Let us consider the hydrogen atom again. The question here is how to
write down a complete wavefunction of the electron that contains both informa-
tion about its spatial distribution (described by  m`m(~r) or the ket |n`mi) and the
information about its spin (described by |12 msi). Considet the same Hamiltonian
as before,

Ĥ0 =
~p
2

2µ
� e

2

4⇡"0r
. (20)

Although we introduced the electron spin, it does not modify the Hamiltonian (at
this leading order†).

The key here is to notice that the spin operators ~S2, ~Sz commutates with
Ĥ, ~L2 and L̂z operators. Therefore, if we multiply |12 msi which is the common

eigenstate of ~S2, ~Sz, with |n`mi, which is the common eigenstate of Ĥ, ~L2 and L̂z,
the product state

|n`mmsi ⌘ |n`mi
����
1

2
ms

�
, (21)

will be a common eigenstate of all these operators. It is properly nomormalized,

hn0
`
0
m

0
m

0
s|n`mmsi = �nn0�``0�mm0�msm0

s
. (22)

Eq. (21) can be written in the matrix form
����n`m

1

2

�
=

✓
|n`mi

0

◆
,

����n`m � 1

2

�
=

✓
0

|n`mi

◆
. (23)

Clearly, introducing the spin wavefunction does not a↵ect the spatial distri-
bution of the electron. With the above Hamiltonian operator, it is obvious that
the energy levels of the hydrogen atom do not change, i.e.,

Ĥ0 |n`mmsi = En |n`mmsi , (24)
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where En = �µe
4
/(32⇡2

"
2
0~2n2) remains the same as before. As a result, the

atomic lines, or the photon energies due to spontaneous de-excitation, remain the
same.

Because the operator in charge of atomic transition, e ~A(~r) · ~p/µ, also commu-
tates with ~S2, ~Sz, the atomic transitions cannot a↵ect the spin wavefunction. This
observation leads to another important “selection rule” for atomic transitions

�ms = 0 . (25)

In other words, before and after each atomic transition, the ms quantum number
of the electron state must be the same.

6.4. Pauli exclusion principle

The Pauli exclusion principle (suggested in 1925) states that in a system with
more than one electrons, each electron must occupy a di↵erent state, and no two
electrons can be in the state. The main motivation for Pauli to propose this
principle is to understand atoms (Z > 1) containing more than one electron.

In the real world, for multi-electron atoms, it was never observed that all
the electrons sit in the ground state. Instead, they fill up various energy levels,
leading to di↵erent elements and the periodic table. This is the origin of chemistry.
Physically, it is quite puzzling why an electron would not radiate photon and lower
its energy all the way to the ground state.

Pauli conjectured that in addition to the hydrogen quantum numbers n, `,m,
there should be a fourth degree of freedom with a new quantum number. This
leads to two possibilities for the electron for fixed n, `,m. Now that we know the
new quantum number is spin, and electron has spin 1/2, the two possible states
corresponds to ms = ±1/2. As a result, if you think of the atom states as seats
in a theatre. In the ground state (n, `,m) = (1, 0, 0), there are two seats for
ms = ±1/2. For the first excitation n = 2, the possible values of `,m allow for
four seats, but with the spin quantum number, the number of seats double to eight.
One could enumerate further. The Pauli exclusion principe demands that if we
fill these seats with electrons, we must follow the rule that at most one electron
per seat. Therefore, electrons cannot all sit in the ground state seats with lowest
energy. They have to be packed up. Filling the seats up from bottom up leads to
the famous periodic table of elements.

As a mathematical formulation of the above description, the total wavefunc-
tion of many electron system must be odd (changes its overall sign) under the
interchange of any two electrons. We are not elaborating on this further.

The Pauli exclusion principle can be further generalized to the spin-statistics
theorem for identical fermions of any type, which leads to the famous Fermi-Dirac
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distribution in statistical physics. These have important applications in many
branches of modern physics.

6.5. The Paschen-Back e↵ect (again)

The real world is less simple (and more fun) than the conclusion of chapter
6.3. Once we introduce the spin, it does also introduce other ways for electron to
interact. There are new terms involving the electon spin that need to be added
to the leading order Hamiltonian Ĥ0. The presence of these terms will eventually
modify the energy levels and atomic lines. The magnitude of these modifications
is typically small and they act as small corrections to the leading order results
derived based on Ĥ0. In other words, the basic structure of the hydrogen atom
solutions still remain the same, up to these corrections. In the next sections, we
will discuss such corrections, in a more intuitive but less rigorous way. There is the
approach of systematically evaluating this corrections by using the perturbation
theory, that will be detailed in later courses PHYS 4047 and 4708.

Let us revisit the Paschen-Back e↵ect (1921) discussed in previous chapter,
where we consider the hydrogen atom in an external homogeneous magnetic field,
~B = Bẑ, and we have introduced a new interacting Hamiltonian

�Ĥ =
eB

2µ
L̂z =

e

2µ
~B · ~L . (26)

Now that we introduced the spin, there will be another similar term, with ~L

replaced by ~S,

�Ĥ =
eB

µ
Ŝz =

e

µ

~B · ~S . (27)

Note a factor of 2 di↵erence in the denominator.

You may ask why. These terms are not just added by hand. Indeed, they
can be derived from relativistic quantum mechanics, where the electron obeys a
more fundamental Dirac equation which was invented to include its spin degree of
freedom. The Schrödinger equation with Ĥ0 plus these correction terms are the
low energy limit of the Dirac equation. We will not elaborate on this further.

The total Hamiltonian, after including Eqs. (26) and (27), takes the form

Ĥ = Ĥ0 +
eB

2µ

⇣
L̂z + 2Ŝz

⌘
. (28)

The extra terms proportional to B will cause a shift to the hydrogen energy lev-
els. To evaluate the shift, we make the approximation that the hydeogen atom
wavefunctions are assumed una↵ected by the magnetic field at leading order (see
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remarks on page 6) and they still takes the form Eq. (21),

|n`mmsi = |n`mi
����
1

2
ms

�
. (29)

It is important to note that after adding the new term �Ĥ, the total Hamil-
tonian operator still commutates with ~L and ~S. As a result, the |n`mmsi states
are still the common eigenstate of the operators, Ĥ, ~L2, L̂z, ~S2 and Ŝz.

It is straightforward to write down the time-independent Schrödinger equa-
tion,

Ĥ |n`mmsi =
✓
En +

eB

2µ
(m+ 2ms)

◆
|n`mmsi . (30)

The shift in energy caused by the magnetic field is

�En`mms =
e~B
2µ

(m+ 2ms) , (31)

which are dictated by the corresponding magnetic quantum numbers. Like m, ms

is also a magnetic quantum number because it contributes to the energy shift in
the presence of an external magnetic field.

Because electron has spin 1
2 , depending the value of ms = ±1

2 , the picture of
energy level splitting for atomic transition (2P ! 1S) becomes the following. The
energy shift to each level is

�E100± 1
2
= ±e~B

2µ
,

�E211 1
2
=

e~B
µ

, �E210 1
2
=

e~B
2µ

, �E21�1 1
2
= 0 ,

�E211� 1
2
= 0, �E210� 1

2
= �e~B

2µ
, �E21�1� 1

2
= �e~B

µ
.

(32)

Because of the �ms = 0 selection rule, the three atomic lines remain the same
as the precious result (Chapter 5) without including the spin e↵ects. (But the
description is more realistic here, of course.)

Quantitatively, the above energy shifts are of order e~B/µ, which for B =
10Tesla and µ ' me = 0.511MeV/c2, is

�E ⇠ e~B/me ' 1.2 ⇥ 10�3 eV , (33)

which is indeed much smaller than the 2P -1S binding energy di↵erence (⇠ 10 eV).
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Before closing this section, I want to introduce another concept (terminol-
ogy) based on the interacting Hamiltonian Eq. (27), which is the magnetic dipole
moment of the electron. It is a three-vector,

~µ = �g
e

2me

~S , (34)

where we introduce the g-factor, g = 2. The interacting Hamiltonian Eq. (27) can
also be written as (with ~B is along the z-direction, and the reduced mass µ ' me)

�Ĥ ' � ~B · ~µ = �Bµ̂z . (35)

Because the eigenvalues of Ŝz are ms~ = ±1
2~. It is also useful to define the Bohr

magneton

µB =
e~
2me

' 5.8 ⇥ 10�11 MeV/Tesla . (36)

Thus we can also write �Ĥ = ±gµBB.

One more word about the g-factor at the modern research frontier. At the
level of discussion above, g = 2. At more fundamental level, the value of g re-
ceives radiative corrections, which makes it slightly larger than 2 (at ⇠ 10�3 level).
Nowadays, theorists have calculated the g-factor up to very high precision. Mean-
while, experimentalists are also clever enough to measure g to very high precision.
The theory and experiment agree well with each other, at the impressive level of

g
SM � g

EXP ⇠ 10�12
. (37)

It serves as one of the important precision tests of the fundamental theories in
particle physics.
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6.6. Spin precession

Another interesting quantum mechanical e↵ect of electron spin is the pre-
cession in external magnetic field. We consider an unbounded electron in this
case, not in an atom. With a homogeneous magnetic field in the z-direction, the
Hamiltonian can be written as

Ĥ = � ~2
2m

r2 + Ĥint = � ~2
2m

r2 +
geB

2me
Ŝz , (38)

where g = 2. Let’s consider the electron is at rest and we are only interested in its
spin state, which takes the following form at time t = 0

| S(0)i =
✓
cos ✓
sin ✓

◆
. (39)

Because of the above interaction term, such a state is no longer a stationary state.
We can find how it evolves with time by solving the time-dependent Schrödinger
equation,

i~ @
@t

| S(t)i = Ĥint| S(t)i , (40)

or

i~ @
@t

✓
c+(t)
c�(t)

◆
= ⌦

~
2

✓
1 0
0 �1

◆✓
c+(t)
c�(t)

◆
, (41)

where ⌦ = geB/(2me).

With the initial conditions in Eq. (39), we can derive

c+(t) = cos ✓e�i⌦t/2
, c�(t) = sin ✓ei⌦t/2

, (42)

or

| S(t)i =
✓
cos ✓e�i⌦t/2

sin ✓ei⌦t/2

◆
. (43)

The spin up and down states develops opposite exponential phase factors.

We can calculate the average of the total spin operator ~S under this periodi-
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cally evolving state, which gives

h S(t)|Ŝz| S(t)i =
�
cos ✓e�i⌦t/2 sin ✓ei⌦t/2

� ~
2

✓
1 0
0 �1

◆✓
cos ✓e�i⌦t/2

sin ✓ei⌦t/2

◆

=
~
2
cos 2✓ ,

h S(t)|Ŝx| S(t)i =
�
cos ✓e�i⌦t/2 sin ✓ei⌦t/2

� ~
2

✓
0 1
1 0

◆✓
cos ✓e�i⌦t/2

sin ✓ei⌦t/2

◆

=
~
2
sin 2✓ cos⌦t ,

h S(t)|Ŝy| S(t)i =
�
cos ✓e�i⌦t/2 sin ✓ei⌦t/2

� ~
2

✓
0 �i

i 0

◆✓
cos ✓e�i⌦t/2

sin ✓ei⌦t/2

◆

=
~
2
sin 2✓ sin⌦t ,

(44)

Therefore, we can think of the spin vector of this state is precessing around the z-
axis with a frequency ⌦ (see picture below). However, one could keep in mind the
statistical interpretation of wavefunction in quantum mechanics. Each time when
we make a measurement of spin in the x, y or z direction, we will get either +~/2 or
�~/2, i.e., one of its eigenvalues. The above results are interpreted as the average
value of the corresponding operator after we make many measurements at a given
time t. The time dependence of an average value hŜai means the distribution of
±~/2 from the many measurements varies with time.

It is worth looking at the spin precession frequency again,

⌦ =
geB

2me
. (45)

In classical physics, a magnetic dipole ~µc can be created due to a circular current,
e.g., if you really think of the electron as a rotating charged ball. This leads to a
classical angular momentum ~Lc. When we put this classical dipole in an external
magnetic field ~B, it precesses because of a torque ~⌧ = ~r⇥ ~F = d~Lc/dt = ~µc⇥ ~B. For
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a point charge orbiting on a circle with radius r, the mangetic dipole is equal to the
current times area, µc = (⇡r2)I = (⇡r2)(dQ/dt) = (⇡r2)ev/(2⇡r) = evr/2. The
magnitude of angular momentum is equal to mvr, thus ~µc =

e
2m
~L. This leads to

d~Lc/dt = (e/2m)~L⇥ ~B, and a precession frequency equal to eB/(2m). Compared
to Eq. (45), there is a factor of 2 di↵erence (because g = 2)! Or we could say that,
the magnetic moment of an electron is approximately twice what it should be in
classical mechanics.

6.7. The Stern-Gerlach experiment

The Stern-Gerlach experiment (1922) provides a strong experimental support
for the existence of the electron spin (or in turn its magnetic dipole moment). The
experimental setup is shown in the picture below.

In this picture, the electrons are freed by the heat in an oven (the red block)
and focused to travel through a magnetic field (between the red and blue magnets)
and finally reach the screen to be recorded. The magnetic field is instrumented to
be inhomogeneous, of the form

~B = (B0 + �z)ẑ � �xx̂ . (46)

where B0, � are constants. The component of ~B in the x-direction has to there
because the Maxwell’s equations state that r · ~B = 0, although it does not play
an essential role in the physics result discussed below.

Here we are most interested in the quantum e↵ect due to the electron spin,
rather than its spatial distribution (the wave behavior). Therefore, the electrons
are made with high enough momenta such that its de Broglie wavelength is much
smaller than the length scale between the magnets. As a result the interfer-
ence/di↵raction e↵ect from the wave nature (c.f. the double-slit experiment) do
not manifest. In other words, we are able to see the trajectory of the electron like
a classical moving particle in this case.

The quantum e↵ect is due to the electron spin. Including the spin- ~B-field
interaction, the total Hamiltoian takes the form (note there is no orbital angular
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momentum here because electrons are not in atoms)

Ĥ = � ~2
2me

r2 +
e

me

~B · ~S = � ~2
2me

r2 +
e

me

⇣
(B0 + �z)Ŝz � �xŜx

⌘
. (47)

E↵ectively, we can consider the second term as a potential energy term V (~r).

Apply the Ehrenfest theorem,

dh~pi
dt

= � hrV (~r)i , (48)

and focus on the z-direction,

dhp̂zi
dt

= �
⌧

d

dz
V (~r)

�
= � e

me
�hŜzi . (49)

As mentioned above, we work in the limit where the electron travels like a classical
particle, hence, Eq. (49) can be understood as a “force” exerted on the electron in
the z-direction (Newton’s law tells F = ma = dp/dt).

For each electron passing through the experiment, the measurement of Ŝz

returns one of its eigenvalues ms~ = ±~
2 . Depending on the sign of the ms quan-

tum number, the force acting on this electron points to either +z or �z direction.
As a result, the electron’s trajectory will bend either upward or downward in the
z-direction. On the screen, we will see the electron to arrive at locations either
above or below the horizontal x-y plane. When we inject many electrons through
the Stern-Gerlach experiment, the electron hits on the screen will distribute dis-
cretely in two regions (note NOT continuous). This is indeed what is observed
experimentally!

Looking back, if we had not introduced the electron spin and its interaction
with the magnetic field, we would have concluded that the electrons just travel
in straight lines and do not bend away from the x-y plane. The striking signals
observed in the Stern-Gerlach experiment o↵ers a strong evidence supporting the
existence of the electron spin.

6.8. Spin-orbit coupling and hydrogen fine structure

We have discussed a few new terms in the Hamiltonian when we go beyond
the leading order, for the electron spin to interact with external magnetic field. In
addition to those, even in the absence of any external field, there still exists an
interaction term for electron inside the atom. It is the coupling between the spin
and orbital angular momentum,

�Ĥ =
1

2µ2c2

e
2

4⇡"0r3
~S · ~L , (50)
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where c is the speed of light. This is called the spin-orbit coupling term which
could also be derived from the Dirac equation. It contributes to the fine-structure
splittings of hydrogen energy levels that has been measured experimentally.

The total Hamiltonian is now

Ĥ = Ĥ0 +�Ĥ, Ĥ0 = � ~2
2me

r2 � e
2

4⇡"0r
. (51)

Unlike the spin-B-field interaction discussed earlier, Here, the presence of
spin-orbit coupling has a more dramatic impact on the structure of hydrogen atom
solutions, i.e., the organization of energy eigenstates and eigenvalues. They key
point is that with the ~S · ~L term, the total Hamiltonian operator Ĥ no longer
commutates with ~L or ~S,

[Ĥ, ~S] 6= 0, [Ĥ, ~L] 6= 0 . (52)

This means the average of ~S or ~L operators are not conserved quantities. Before,
we found common eigenstates of Ĥ, ~L2, L̂z, ~S2 and Ŝz. operators. We cannot
do the same any more. The |n`mmsi state derived in the absence of spin-orbit
coupling are no longer valid stationary states. More explicitly, if we insist acting
the Ĥ on the |n`mmsi

Ĥ |n`mmsi = En |n`mmsi + |other statesi , (53)

the righthand side includes the leading order result En |n`mmsi when Ĥ = Ĥ0, plus
a linear combination of several states with quantum numbers other than n, `,m,ms.
The latter are caused by the spin-orbit coupling �Ĥ. This is not an eigenvalue
equation of Ĥ for us to find its energy eigenvalues, because we are using the wrong
states, i.e., |n`mmsi is not the correct energy eigenstate of the total Hamiltonian.
We need a new pathway forward.

To proceed, we notice that although neither ~S nor ~L commutates with Ĥ,
their sum do. Let us define the total angular momentum operator

~J ⌘ ~S + ~L . (54)

Here ~J satisfies all the basic properties of angular momentum, i.e., [Ja, Jb] =
i~"abcJc, and [ ~J2

, Ĵa] = 0. Hereafter, we denote the total angular momentum
quantum numbers as j and mj.

It is straightforward to verify that

[Ĥ, ~J ] = 0 . (55)

This suggests that we could find common eigenstates of Ĥ, ~J
2
, Ĵz. In addition, we

can also verify that the ~L2 operator still commutates with all these operators (al-
though ~L does not). Therefore, common eigenstates should exist for the following
set of operators

Ĥ, ~J
2
, Ĵz,

~L
2
. (56)
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It is our following task to derive the form of such common eigenstates.

We will use the Pauli matrix representation of spin operator ~S = ~
2~�. The

total angular mometum operator can be written as ~J = ~
2~�+

~L . In this case, the
common eigenstate takes the column matrix form

| i =
 
a|`mi
b|`0 m0i

!
, (57)

where the coe�cients a, b are to be determined. Each component of the column
matrix is proportional to a spherical harmonic function. Note that we have left out
the quantum number n which has to do with the radial coordinate r dependence.
At the moment, we can think of the r dependence are carried by a, b implicitly.
This state is properly normalized if

Z 1

0

r
2
dr

p
a(r)2 + b(r)2 = 1 . (58)

In such a state, the spin information is encoded in the two components of the
column matrix, whereas the spatial (angular) distribution information is encoded
in the orbital angular momentum eigenstates |`mi and |`0 m0i.

• First, we require | i to be the eigenstate of the operator ~L2. This could be
fulfilled if ` = `

0, so that

~L
2| i =

 
a~L

2|`mi

b~L
2|`m0i

!
=

 
a`(`+ 1)~2|`mi
b`(`+ 1)~2|`m0i

!
= `(`+ 1)~2| i , (59)

• Second we require | i to be eigenstate of Ĵz =
~
2�z + L̂z . Acting Ĵz on | i

leads to

Ĵz| i =
 
L̂z + ~/2 0

0 L̂z � ~/2

! 
a|`mi
b|`m0i

!

=

 
a(L̂z + ~/2)|`mi

b(L̂z � ~/2)|`m0i

!

=

 
a(m+ 1/2)~|`mi
b(m0 � 1/2)~|`m0i

!
.

(60)

Clearly, if m0 = m+ 1, then | i is an eigenstate of Ĵz,

Ĵz| i =
 

a(m+ 1/2)~|`mi
b(m+ 1/2)~|`m+ 1i

!
= (m+ 1/2)~| i . (61)

This determines the magnetic quantum number of total angular momentum

mj~ = (m+ 1/2)~ = (m0 � 1/2)~ . (62)



16

• Next, require | i to be eigenstate of ~J2. This operator takes the following
matrix form

~J
2 = (~L+ ~S)2 = ~L

2 + ~S
2 + 2~S · ~L

= (~L2 + 3~2/4) + ~(�xL̂x + �yL̂y + �zL̂z)

=

 
~L
2 + 3~2/4 + ~L̂z ~L̂�

~L̂+
~L
2 + 3~2/4 � ~L̂z

!
,

(63)

where L̂± = L̂x ± iL̂y. Requiring ~J
2| i = �~2| i amounts to

 
~L
2 + 3~2/4 + ~L̂z ~L̂�

~L̂+
~L
2 + 3~2/4 � ~L̂z

! 
a|`mi

b|`m+ 1i

!
= �~2

 
a|`mi

b|`m+ 1i

!
.

(64)
Using the relation

L̂±|`mi = ~
p

(`⌥ m)(`± m+ 1)|`mi , (65)

we get two coupled linear equations of a and b

8
<

:

�
`(`+ 1) + 3

4 +m � �
�
a+

p
(`� m)(`+m+ 1)b = 0

p
(`+m)(`� m+ 1)a+

�
`(`+ 1) + 3

4 � (m+ 1) � �
�
b = 0

. (66)

For these equations to have nontrivial solution a, b 6= 0, we need

det

0

@
�
`(`+ 1) + 3

4 +m � �
� p

(`� m)(`+m+ 1)
p

(`+m)(`� m+ 1)
�
`(`+ 1) + 3

4 � (m+ 1) � �
�

1

A = 0 , (67)

which leads to two possible values of �,

� = (`+ 1/2)(`+ 3/2), � = (`� 1/2)(`+ 1/2) . (68)

If we define � = j(j + 1), then the j quantum number have two possible
values

j = `± 1/2 . (69)

The eigenvalue of the ~J
2 operator is j(j + 1)~2. Because the eigenvalues of

~J
2 cannot be negative, the j = `� 1/2 solution is only possible if ` � 1. The

possible values of mj are

mj = �j,�(j � 1), . . . , (j � 1), j . (70)

There are 2j + 1 values.
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With the above values of �, we can use Eq. (66) to derive the ratio of a/b,
which is

a

b
=

r
`+m+ 1

`� m
, for j = `+ 1/2

a

b
= �

r
`� m

`+m+ 1
, for j = `� 1/2

(71)

To summarize, the above list of exercises leads to the following form of | i as
common eigenstate of ~J2, Ĵz and ~L2 operators. For j = `+ 1/2,

| i = R(r)p
2j

 p
j +mj

��j � 1
2 mj � 1

2

↵
p
j � mj

��j � 1
2 mj +

1
2

↵

!
. (72)

For j = `� 1/2,

| i = R(r)p
2(j + 1)

 
�
p
j � mj + 1

��j + 1
2 mj � 1

2

↵
p

j +mj + 1
��j + 1

2 mj +
1
2

↵

!
. (73)

Here we factorize the r dependence in the function R(r). These states are properly
normalized if

R
r
2
dr|R(r)|2 = 1.

Finally, we are ready to determine R(r) and the energy eigenvalue, by insert
the above | i solutions to the time-independent Schrödinger equation, Ĥ| i =
E| i. Let us us be specific and consider the S-wave (` = 0) and P -wave (` = 1)
states.

For ` = 0, the only possible value of j is 1/2. In this case the Schrödinger
equation takes the form

✓
� ~2
2µr2

d

dr
r
2 d

dr
� e

2

4⇡"0r

◆
R(r) = ER(r) . (74)

This is identical to the Schrödinger equation when we solved the hydrogen atom
in Chapter 5 with ` = 0. The spin-orbit coupling term does not show up because
the operator ~S · ~L acting on the ` = 0 state gives zero. As before, the solutions
of R(r) are the Laguerre polynomials. The energy eigenvalue of the ground state
(1S state) remains the same, E1 = �13.6 eV.

For ` = 1, there are two possible value of j = 1/2, 3/2, and there are two
Schrödinger equations, respectively,

✓
� ~2
2µr2

d

dr
r
2 d

dr
+

~2
µr2

� e
2

4⇡"0r
± e

2~2
16⇡"0c2µ2r3

◆
R(r) = ER(r) , (75)

If the last term (due to spin-orbit coupling) in the bracket was zero, then we would
be also back to the leading order Schrödinger equation in Chapter 5 with ` = 1,
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which would give identical wavefunction and energy eigenvalues. In particular for
the first excited state with ` = 1 (2P state), the energy would be E2 = �3.4 eV
with the spin-up and spin-down states degenerate. However, the presence of the
spin-orbit coupling will split the 2P state into two levels, labelled by j = 1/2 and
3/2. The two states are usually referred to as the 2P 1

2
and 2P 3

2
states.

Here we will not solve the equations (which requires perturbative methods,
the task of PHYS 4707 and 4708), but give a rough estimate of the new term,

�E ' ± e
2~2

16⇡"0c2m2
ea

3
' ± ↵~3

4cm2
ea

3
, (76)

where we have used twice of the Bohr radius 2a to replace the r in the denominator
of the spin-orbit term. Using me = 0.511MeV /c

2, and ~c = 1.97⇥ 10�13 MeV · m,
we get

�E ' ±5 ⇥ 10�5 eV . (77)

This is much lower than the leading order binding energy (of order eV).

This leads to the following picture of atomic lines for spontaneous de-excitation.
The 2P ! 1S transition line splits into double lines. This is observed experimen-
tally as technology progresses. In the history, the discovery of double line first
motivated the concept of electron having spin. The agreement between theory
calculation and experimental finding provide another strong evidence supporting
this idea.

n = 1
� = 0,m = 0
ms = ±1/2
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with�S ·�L term

<latexit sha1_base64="VOmtBqtVFHS6QxGMmND0Wwht07M=">AAACm3icbZHbahsxEIbl7SlNT05zGQKippBCMLslpb0MdaAh+CIlcRLwGqPVjm1hHRZpNrVZ9jXyNLlt3iFvU+3aLbHTAcGvbw7SzCSZFA7D8L4RPHn67PmLjZebr16/efuuufX+wpnccuhxI429SpgDKTT0UKCEq8wCU4mEy2TaqfyX12CdMPoc5xkMFBtrMRKcoUfDZhgjzLD4JXBS0pjG18CLszLmqcHFpVvjOgjBqnLYbIXtsDb6WERL0SJLOx1uNc7i1PBcgUYumXP9KMxwUDCLgksoN+PcQcb4lI2h76VmCtygqFsr6UdPUjoy1h+NtKYPMwqmnJurxEcqhhO37qvg/3z9HEffBoXQWY6g+eKhUS4pGlrNiabCAkc594JxK/xfKZ8wy7ifwuorde0M+EonxSzXgpsU1qjEGVrmoQNUTOiqq6LDpEis+Et9uQrvHYmxQLff9avS+z8swPTTv1C/hmh96I/Fxed2dND+8vOgdfh9uZANskM+kD0Ska/kkByTU9IjnNyQW/Kb3AW7QSc4CbqL0KCxzNkmKxb0/gDr5dF1</latexit>

6.9. Anomalous Zeeman e↵ect

It is more fun to turn on the external magnetic field, and taken into account
of both the ~S- ~B, ~L- ~B interactions and the spin-orbital coupling. If the strength of
magnetic field is adjusted so that the energy shift calculated in Eq. (32) is compa-
rable to that in Eq. (76), we see the rich atomic transition lines in the following
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plot. We will not go to the details of it, but only comment that, intuitively, com-
pared to the previous plot, adding the magnetic field will further split the states
with di↵erent magnetic quantum number mj.

Selection rules: �` = ±1, �j = 0,±1, �mj = 0,±1.

include�S ·�L

<latexit sha1_base64="Jesv2pygzHoNYgnOnGI6X43fCxs=">AAACkHicbZHdShtBFMcnW9ta+xXtZW8Gg2BBwq5Y6p1aC0rxwmKjQjaE2bMnccjszDJzVhKWfYI+TW/bJ/FtnE1SMbEHBv7zOx8z55wkV9JRGN41gmcrz1+8XH219vrN23fvm+sbl84UFrADRhl7nQiHSmrskCSF17lFkSUKr5LRce2/ukXrpNE/aZJjLxNDLQcSBHnUb27FhGMqpQZVpFjxmMe3COVFFUNqaHY5q/rNVtgOp8afimguWmxu5/31xkWcGigy1ARKONeNwpx6pbAkQWG1FhcOcwEjMcSul1pk6HrltJ+Kb3mS8oGx/mjiU/o4oxSZc5Ms8ZGZoBu37Kvh/3zdggb7Pd9sXhBqmD00KBQnw+vh8FRaBFITLwRY6f/K4UZYAeRHuPDKtHaOsNBJOS60BJPiElU0Jis8dEiZkLruqjwWSiZW/qO+XI23v8mhJLdz5vejd04s4ujTQ6hfQ7Q89Kficrcd7bU//9hrHX6dL2SVfWSbbJtF7As7ZKfsnHUYsF/sN/vD/gYbwX5wEBzNQoPGPOcDW7Dg+z33QczC</latexit>

leading order

<latexit sha1_base64="7E/Jxju6Ai9VFu3hv7y0bjGerWk=">AAACgHicbZHfaxNBEMc3Z9W2/kotffJlMQgRSryTSotPxQr60IeKpi0kIcztTdIhe7vH7pwkHPljfK1/kf+Ne2ksTerAwpfPzM7PtNDkOY7/NKIHGw8fPd7c2n7y9NnzF82dl+felk5hV1lt3WUKHjUZ7DKxxsvCIeSpxot0clL7L36i82TND54VOMhhbGhECjigYXOvzzjlSiNkZMZ9aV2Gbj5stuJOvDB5XyRL0RJLOxvuNL73M6vKHA0rDd73krjgQQWOSWmcb/dLjwWoCYyxF6SBHP2gWvQ/l28CyeTIuvAMywW9+6OC3PtZnobIHPjKr/tq+D9fr+TR0aAiU5SMRt0UGpVaspX1MmRGDhXrWRCgHIVepboCB4rDylaqLHIXqFYmqaalIWUzXKOap+wgQI+cA5l6quoENKWO/tGQrsbtzzQm9vun4R5m/4tDnLy9DQ1nSNaXfl+cv+8kB50P3w5ax5+WB9kUr8Rr0RaJOBTH4qs4E12hRCV+iWvxO4qidvQuSm5Co8byz65YsejjX8oPxiU=</latexit>

add B field

<latexit sha1_base64="GTOlCrvyRxkuiYd7H/gXKadbuG0=">AAACgHicbZHfaxNBEMc3Z9VafzRt8cmXxSBEKPFOKkqfSivogw8VTVvIhTC3N5cO2ds7duck4cgf42v7F/W/cS+N0qQOLHz5zOz8TEpNjsPwphU82Hj46PHmk62nz56/2G7v7J65orIK+6rQhb1IwKEmg30m1nhRWoQ80XieTE4a//kvtI4K85NnJQ5zGBvKSAF7NGq/jBmnXEOaylgexzIj1Ol81O6EvXBh8r6IlqIjlnY62mn9iNNCVTkaVhqcG0RhycMaLJPSON+KK4clqAmMceClgRzdsF70P5dvPEllVlj/DMsFvfujhty5WZ74yBz40q37Gvg/36Di7NOwJlNWjEbdFsoqLbmQzTJkShYV65kXoCz5XqW6BAuK/cpWqixyl6hWJqmnlSFVpLhGNU/ZgocOOQcyzVT1CWhKLP2lPl2Du59pTOz2v/l7mP0vFnHy9l+oP0O0vvT74ux9Lzroffh+0Dk6Xh5kU7wSr0VXROKjOBJfxanoCyVq8VtciesgCLrBuyC6DQ1ayz97YsWCwz/ybsVA</latexit>

j = 3/2

<latexit sha1_base64="D+759qBszSBZNUt1emZ6ZeTV2C4=">AAACbnicbZHdShtBFMcn21ZT2/pRoTdSXAyFCBJ3NaI3gqjQXnhhqVEhBjk7OYnHzM4uM2fFsPgM3uqj+RY+grMxFhM9MPDnd86czyhVZDkIHkreh4+fJibLn6e+fP02PTM79/3YJpmR2JCJSsxpBBYVaWwwscLT1CDEkcKTqLdX+E+u0FhK9BH3U2zF0NXUIQnsUONye3117Xy2EtSCgflvRTgUFTG0w/O50r+zdiKzGDVLBdY2wyDlVg6GSSq8mTrLLKYge9DFppMaYrStfNDtjf/LkbbfSYx7mv0Bff0jh9jafhy5yBj4wo77Cvier5lxZ6uVk04zRi2fC3Uy5XPiF6P7bTIoWfWdAGnI9erLCzAg2S1opMogd4pyZJL8OtMkkzaOUcXXbMBBixwD6WKqfA8URYZeqEtX4Oo+dYntyoHbvl75bRB7y/9D3RnC8aW/FcdrtbBe2/hbr+zsDg9SFgtiSVRFKDbFjvgjDkVDSEHiVtyJ+9Kj98P76S0+h3ql4Z95MWJe9Qn9Eb8J</latexit>

j = 1/2

<latexit sha1_base64="2cCskDs5jO6WpSBHl6nYsTyCBhQ=">AAACbnicbZHdShtBFMcn269U2xoVelNKl4ZCChJ3g8XeFEIt6IUXFo0KSQhnJyfJMbOzy8zZkrDkGbytj+Zb9BE6G2NpogcG/vzOmfMZpYosB8FtyXvy9NnzF+WXa+uvXr/ZqGxundskMxJbMlGJuYzAoiKNLSZWeJkahDhSeBGNDwr/xS80lhJ9xtMUuzEMNQ1IAjvUuvoW7jZ6lWpQD+bmPxThQlTFwk56m6XTTj+RWYyapQJr22GQcjcHwyQVztY6mcUU5BiG2HZSQ4y2m8+7nfmfHOn7g8S4p9mf0/9/5BBbO40jFxkDj+yqr4CP+doZD752c9JpxqjlXaFBpnxO/GJ0v08GJaupEyANuV59OQIDkt2ClqrMc6colybJJ5kmmfRxhSqesAEHLXIMpIup8gNQFBm6py5dgWs/aEhsd47d9vXOoUEcf/4X6s4Qri79oThv1MO9+pefe9Xm98VByuKd+ChqIhT7oimOxIloCSlIXIvf4qb0x3vrvfc+3IV6pcWfbbFkXu0v+QG/Bw==</latexit>

j = 1/2

<latexit sha1_base64="2cCskDs5jO6WpSBHl6nYsTyCBhQ=">AAACbnicbZHdShtBFMcn269U2xoVelNKl4ZCChJ3g8XeFEIt6IUXFo0KSQhnJyfJMbOzy8zZkrDkGbytj+Zb9BE6G2NpogcG/vzOmfMZpYosB8FtyXvy9NnzF+WXa+uvXr/ZqGxundskMxJbMlGJuYzAoiKNLSZWeJkahDhSeBGNDwr/xS80lhJ9xtMUuzEMNQ1IAjvUuvoW7jZ6lWpQD+bmPxThQlTFwk56m6XTTj+RWYyapQJr22GQcjcHwyQVztY6mcUU5BiG2HZSQ4y2m8+7nfmfHOn7g8S4p9mf0/9/5BBbO40jFxkDj+yqr4CP+doZD752c9JpxqjlXaFBpnxO/GJ0v08GJaupEyANuV59OQIDkt2ClqrMc6colybJJ5kmmfRxhSqesAEHLXIMpIup8gNQFBm6py5dgWs/aEhsd47d9vXOoUEcf/4X6s4Qri79oThv1MO9+pefe9Xm98VByuKd+ChqIhT7oimOxIloCSlIXIvf4qb0x3vrvfc+3IV6pcWfbbFkXu0v+QG/Bw==</latexit>

j = 1/2,mj = 1/2

<latexit sha1_base64="Z9+Bp7m5FkItD+ZwBYicXqJrClQ=">AAACd3icbZHfTxNBEMe3pyCiApVHH9zYYGrSlDtSAy8mDZjogw8QKZCU0sxtp+3S3b3L7pyhufT/8FX/K/8U39w7iqGFSTb55jOz8zNOlXQUhn8qwZOnK6vP1p6vv3j5amNzq/r6zCWZFdgRiUrsRQwOlTTYIUkKL1KLoGOF5/HkqPCf/0DrZGJOaZpiT8PIyKEUQB5dXX+KdvcaXPdL0d+qhc2wNP5QRHNRY3M77lcr3y8Hicg0GhIKnOtGYUq9HCxJoXC2fpk5TEFMYIRdLw1odL28bHvGdzwZ8GFi/TPES3r/Rw7auamOfaQGGrtlXwEf83UzGh70cmnSjNCI20LDTHFKeLEDPpAWBampFyCs9L1yMQYLgvymFqqUuVMUC5PkN5mRIhngElV0QxY8dEgapCmmyo9AydjKO+rTFbj+WY4kucY3fwbT+GIRJx/+h/ozRMtLfyjO9ppRq/nxpFVrH84PssbesHesziK2z9rsKztmHSaYZT/ZL/a78jd4G7wP6rehQWX+Z5stWBD9Aw8QwbI=</latexit>

j = 1/2,mj = �1/2

<latexit sha1_base64="dYDe+TYoxA2KtSRCpl4MUqc2EZM=">AAACenicbZHdShtBFMcna/2oVRP1sjeDoaAY465E2htBtKAXvVDaqBBDODs5iWNmZpeZs2JYfBJv24fqu/SiszGKiR4Y+PM7Z85nnCrpKAz/loKZD7Nz8wsfFz8tLa+UK6trFy7JrMCmSFRir2JwqKTBJklSeJVaBB0rvIwHx4X/8g6tk4n5RcMU2xr6RvakAPKoUynfHkS7ezWuO7cHO151KtWwHo6MvxXRWFTZ2M46q6Wf191EZBoNCQXOtaIwpXYOlqRQ+LB4nTlMQQygjy0vDWh07XzU+QP/4kmX9xLrnyE+oq9/5KCdG+rYR2qgGzftK+B7vlZGvW/tXJo0IzTiqVAvU5wSXqyBd6VFQWroBQgrfa9c3IAFQX5ZE1VGuVMUE5Pk95mRIuniFFV0TxY8dEgapCmmyo9BydjKZ+rTFXjzu+xLcrUf/hKmdmIRB1svof4M0fTS34qLvXrUqO+fN6qHR+ODLLDPbINtsoh9ZYfslJ2xJhMsY4/sN/tT+hdsBFvB9lNoUBr/WWcTFjT+Axqfwho=</latexit>

j = 1/2,mj = 1/2

<latexit sha1_base64="Z9+Bp7m5FkItD+ZwBYicXqJrClQ=">AAACd3icbZHfTxNBEMe3pyCiApVHH9zYYGrSlDtSAy8mDZjogw8QKZCU0sxtp+3S3b3L7pyhufT/8FX/K/8U39w7iqGFSTb55jOz8zNOlXQUhn8qwZOnK6vP1p6vv3j5amNzq/r6zCWZFdgRiUrsRQwOlTTYIUkKL1KLoGOF5/HkqPCf/0DrZGJOaZpiT8PIyKEUQB5dXX+KdvcaXPdL0d+qhc2wNP5QRHNRY3M77lcr3y8Hicg0GhIKnOtGYUq9HCxJoXC2fpk5TEFMYIRdLw1odL28bHvGdzwZ8GFi/TPES3r/Rw7auamOfaQGGrtlXwEf83UzGh70cmnSjNCI20LDTHFKeLEDPpAWBampFyCs9L1yMQYLgvymFqqUuVMUC5PkN5mRIhngElV0QxY8dEgapCmmyo9AydjKO+rTFbj+WY4kucY3fwbT+GIRJx/+h/ozRMtLfyjO9ppRq/nxpFVrH84PssbesHesziK2z9rsKztmHSaYZT/ZL/a78jd4G7wP6rehQWX+Z5stWBD9Aw8QwbI=</latexit>

j = 1/2,mj = �1/2

<latexit sha1_base64="dYDe+TYoxA2KtSRCpl4MUqc2EZM=">AAACenicbZHdShtBFMcna/2oVRP1sjeDoaAY465E2htBtKAXvVDaqBBDODs5iWNmZpeZs2JYfBJv24fqu/SiszGKiR4Y+PM7Z85nnCrpKAz/loKZD7Nz8wsfFz8tLa+UK6trFy7JrMCmSFRir2JwqKTBJklSeJVaBB0rvIwHx4X/8g6tk4n5RcMU2xr6RvakAPKoUynfHkS7ezWuO7cHO151KtWwHo6MvxXRWFTZ2M46q6Wf191EZBoNCQXOtaIwpXYOlqRQ+LB4nTlMQQygjy0vDWh07XzU+QP/4kmX9xLrnyE+oq9/5KCdG+rYR2qgGzftK+B7vlZGvW/tXJo0IzTiqVAvU5wSXqyBd6VFQWroBQgrfa9c3IAFQX5ZE1VGuVMUE5Pk95mRIuniFFV0TxY8dEgapCmmyo9BydjKZ+rTFXjzu+xLcrUf/hKmdmIRB1svof4M0fTS34qLvXrUqO+fN6qHR+ODLLDPbINtsoh9ZYfslJ2xJhMsY4/sN/tT+hdsBFvB9lNoUBr/WWcTFjT+Axqfwho=</latexit>

j = 3/2,mj = 3/2

<latexit sha1_base64="SyhvU28Vw9obWlcfNIxXpuSjgKc=">AAACd3icbZFLTxsxEMedhZaUPnj02ANWo1apFIVdCIILEipIcOBA1QaQQhrNOpNgYntX9iwiWvE9em2/VT8KN7xLQE3oSJb++s14nnGqpKMw/FsJ5uZfvFyovlp8/ebtu6XlldVTl2RWYFskKrHnMThU0mCbJCk8Ty2CjhWexaP9wn92jdbJxPygcYpdDUMjB1IAefTzandzfaPBda8UveVa2AxL489FNBE1NrGT3krl+0U/EZlGQ0KBc50oTKmbgyUpFN4uXmQOUxAjGGLHSwMaXTcv277lnzzp80Fi/TPES/rvjxy0c2Md+0gNdOlmfQX8n6+T0WCnm0uTZoRGPBQaZIpTwosd8L60KEiNvQBhpe+Vi0uwIMhvaqpKmTtFMTVJfpMZKZI+zlBFN2TBQ4ekQZpiqnwflIytfKQ+XYHrB3IoyTWO/RlM49Aijr48hfozRLNLfy5ON5pRq7n1rVXb+zo5SJV9YB9ZnUVsm+2xI3bC2kwwy36x3+xP5S5YCz4H9YfQoDL5855NWRDdAxdCwbY=</latexit>

j = 3/2,mj = 1/2

<latexit sha1_base64="U18nrOyZVTEW/lXcIC0fei4BoiE=">AAACd3icbZHNThsxEMedbctXS0naI4dajVoFKUp2A4hekBAgtYceqNoAUkijWWcSTGzvyp6tiFa8R6/wVjwKt3pDQE1gJEt//WY8n3GqpKMwvC0FL16+WlhcWl55/Wb17Vq58u7YJZkV2BaJSuxpDA6VNNgmSQpPU4ugY4Un8eig8J/8QetkYn7ROMWuhqGRAymAPPp9sbvZbNW57l3sRs1Wr1wNG+HE+FMRTUWVTe2oVyn9POsnItNoSChwrhOFKXVzsCSFwquVs8xhCmIEQ+x4aUCj6+aTtq/4J0/6fJBY/wzxCf3/Rw7aubGOfaQGOnfzvgI+5+tkNPjSzaVJM0Ij7gsNMsUp4cUOeF9aFKTGXoCw0vfKxTlYEOQ3NVNlkjtFMTNJfpkZKZI+zlFFl2TBQ4ekQZpiqvwAlIytfKA+XYFrh3IoydW/+zOY+leLONp4DPVniOaX/lQctxrRVmP7x1Z1b396kCW2zj6yGovYDttj39gRazPBLPvLrtlN6S74EHwOavehQWn65z2bsSD6BxMywbQ=</latexit>

j = 3/2,mj = �1/2

<latexit sha1_base64="oU51xoQ8oFq/Lj+9i9P1Lu3quhg=">AAACenicbZHNThsxEMedBcpnS4AjF4uoEqhp2E1TwQUJAVJ76IGqBJBCFM06k2Bie1f2LCJa8SRc4aH6Lj3gDaFqQkey9NdvxvMZp0o6CsPfpWBmdu7d/MLi0vLK+w+r5bX1c5dkVmBTJCqxlzE4VNJgkyQpvEwtgo4VXsSD48J/cYvWycSc0TDFtoa+kT0pgDzqlFdvDr7s1qtcd24OPke79U65EtbCkfG3IhqLChvbaWet9Ouqm4hMoyGhwLlWFKbUzsGSFArvl64yhymIAfSx5aUBja6djzq/5x896fJeYv0zxEf03x85aOeGOvaRGujaTfsK+D9fK6PefjuXJs0IjXgp1MsUp4QXa+BdaVGQGnoBwkrfKxfXYEGQX9ZElVHuFMXEJPldZqRIujhFFd2RBQ8dkgZpiqnyY1AytvKV+nQF3j6RfUmu+sNfwlS/WcTBzt9Qf4ZoeulvxXm9FjVqX382KodH44MssE22xbZZxPbYIfvOTlmTCZaxB/bInkp/gq1gJ/j0EhqUxn822IQFjWcew8Ic</latexit>

j = 3/2,mj = �3/2

<latexit sha1_base64="AHnvNBzV6a55LbRBU/5ypygfUZY=">AAACenicbZHNThsxEMed5bNAIbTHXiwiJFBD2IWg9oKEChIcOFBBAClE0awzCSa2d2XPIqIVT9Jr+1B9lx7whoCawEiW/vrNeD7jVElHYfi3FExNz8zOzX9YWFz6uLxSXv106ZLMCmyIRCX2OgaHShpskCSF16lF0LHCq7h/WPiv7tE6mZgLGqTY0tAzsisFkEft8srd/u72TpXr9t3+llftciWshUPjb0U0EhU2srP2aun8ppOITKMhocC5ZhSm1MrBkhQKHxduMocpiD70sOmlAY2ulQ87f+TrnnR4N7H+GeJD+v+PHLRzAx37SA106yZ9BXzP18yo+72VS5NmhEY8F+pmilPCizXwjrQoSA28AGGl75WLW7AgyC9rrMowd4pibJL8ITNSJB2coIoeyIKHDkmDNMVU+SEoGVv5Qn26Am8cyZ4kVz31lzDVY4vY33wN9WeIJpf+Vlzu1KJ6be9nvXLwY3SQefaFrbENFrFv7ICdsDPWYIJl7Bf7zf6U/gVrwWbw9Tk0KI3+fGZjFtSfACLTwh4=</latexit>

6.10. Clebsch-Gordan coe�cients

In section 6.7, we introduced the total angular momentum operator ~J and
the corresponding eigenstates. This is especially useful in the presence of the spin-
orbit coupling. In Eqs. (72) and (73), we have derived how to combine the orbital
angular momentum eigenstates |`mi and the spin eigenstates |1/2 ±1/2i into the
total angular momentum eigenstates |j mji.

For j = ` + 1
2 case (let’s leave out the radial coordinate r dependence which

is an overall factor),
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whereas for j = `� 1
2 case
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Clearly, for each case, the righthand side sums over all possible m and ms combi-
nations, with their sum m+ms = mj held fixed.

The above examples can be generalized to the following rules for combining
two generic angular momentum states with j1 and j2 quantum numbers. The
total angular momentum quantum number j takes the value |j1 � j2|, |j1 � j2| +
1, . . . , |j1 + j2|. Any total angular momentum eigenstate can be decomposed as

|j mji =
X

mj1 ,mj2

CGmj1 ,mj2
|j1 mj1i|j2 mj2i�mj ,mj1+mj2

=
X

mj1

CGmj1 ,mj�mj1
|j1 mj1i|j2 mj�mj1i ,

(80)

where CGmj1 ,mj2
are called Clebsch-Gordan (CG) coe�cients. They can be derived

algebraically using the angular momentum operator properties. What we did in
section 6.7 is an explicit example and one of the simplest. For convenience, people
have invented the Clebsch-Gordan table to conveniently find these coe�cients.

We give a simple example here on how to use the table. The picture in below
(left) is part relevant for adding j1 = 1 and j2 = 1/2 states. To better explain it,
we color and label it up in the right plot.

mj1 mj2
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j
mj

<latexit sha1_base64="ALNjHvVwN/2NV598UHg1ug1TQbs=">AAACcnicbZHbahsxEIbl7SGpe8rhLr1RawouGLNbEtrL0ATSi164pHZSvMbMymNHsaRdpNkQs+Qpcps8WN6jD1Ctswm13QHBzzejOSaZko7C8K4WPHn67Pna+ov6y1ev37zd2NzquTS3ArsiVak9TcChkga7JEnhaWYRdKLwJJkelP6TC7ROpuYXzTIcaJgYOZYCyKPf5zGP47oeng83GmE7nBtfFVElGqyyznCzdhyPUpFrNCQUONePwowGBViSQuFVPc4dZiCmMMG+lwY0ukEx7/iKf/RkxMep9c8Qn9N/fxSgnZvpxEdqoDO37Cvh/3z9nMZfB4U0WU5oxH2hca44pbwcn4+kRUFq5gUIK32vXJyBBUF+SQtV5rkzFAuTFJe5kSId4RJVdEkWPHRIGqQppyoOQMnEygfq05W4eSgnklzrh7+AaR1ZxOmnx1B/hmh56aui97kd7bb3fu429r9VB1ln79gH1mQR+8L22XfWYV0mmGbX7Ibd1v4EO8H7oLpeUKv+bLMFC1p/AesWwNQ=</latexit>

To start with, the values of j1, j2 are given by the two numbers in yellow shaded
background. The possible values for total angular momentum j and mj are in each
column of green shaded regions. For example we can focus on a particular state
j = 3/2 and mj = 1/2 (in the higher circle), it could be decomposed in two ways,
j1 = 1,mj1 = 1, j2 = 1/2,mj2 = �1/2 or j1 = 1,mj1 = 0, j2 = 1/2,mj2 = 1/2.
The corresponding values of mj1 ,mj2 are shown in each row of the orange shaded
regions. In this case, they are inside the lower circle. The corresponding CG
coe�cients are in the gray regions along the same column and row (we need to
add square root to each value2). Thus we can write
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, (81)

2When there is a minus sign, take it out of the square root!
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This agrees with Eq. (78) where we set j = 3/2.

The more complete version of the Clebsch-Gordan table is found at http://
pdg.lbl.gov/2019/reviews/rpp2018-rev-clebsch-gordan-coefs.pdf. You are
encouraged to practice with more examples in order to appreciate the rules of this
table. As an exercise, the addition of two spin states (j1 = j2 = 1/2) could result
in total spin j = 0 or 1. Use Eq. (80) and the CG table to find the decomposition
of the total spin states |0 0i , |1 0i , |1 ± 1i into the two electron spin states.

⌅ The end.

http://pdg.lbl.gov/2019/reviews/rpp2018-rev-clebsch-gordan-coefs.pdf
http://pdg.lbl.gov/2019/reviews/rpp2018-rev-clebsch-gordan-coefs.pdf
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Chapter 7. Topics in 2D Case

In this chapter, we study the solutions to the Schrödinger equation with two
space dimensions, and visit a couple of modern topics in quantum mechanics. We
first write down the time-independent Schrödinger equation for fixed energy E in
the Cartesian coordinate space


� ~2
2µ

✓
@2

@x2
+

@2

@y2

◆
+ V (x, y)

�
 (x, y) = E (x, y) . (1)

How to proceed depends on the form the potential energy V (x, y). Hereafter, we
will focus on central potentials, V = V (r), where r =

p
x2 + y2. In this case, it is

convenient to go to the polar coordinates described by r and ' = arctan(y/x).

In the polar coordinates, the Schrödinger equation takes the form

� ~2
2µ

✓
@2

@r2
+

1

r

@

@r
+

1

r2
@2

@'2

◆
+ V (r)

�
 (r,') = E (r,') . (2)

Because the ' dependence in the Hamiltonian only reside in the @2/@'2 term, the
wavefunction can be factorized into

 (r,') = R(r)f(') , (3)

and the above Schrödinger equations can be rewritten as,

r2E � r2

R(r)


� ~2
2µ

✓
@2

@r2
+

1

r

@

@r

◆
+ V (r)

�
R(r) = � 1

f(')

~2
2µ

@2

@'2
f(') . (4)

Clearly, the lefthand side of the equation only depends on r, whereas the righthand
side only depends on '. And the equation always hold for arbitrary values of r
and '. Thus, both sides must be equal to a constant, C, which is independent of
r or '. This leads to two di↵erential equations, for r and ', separately.

The equation for ' is easy to solve. It takes the form

@2

@'2
f(') +

2µC

~2 f(') = 0 . (5)

Its general solution is

f(') = A exp

 
i

r
2µC

~2 '

!
. (6)

The function f(') must satisfy the periodic condition, f(') = f('+ 2⇡), and the
normalization condition

R 2⇡

0 f(')d' = 1. They fix the form of f('),

f(') =

r
1

2⇡
eim' , (7)
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where m = 0,±1,±2, . . . , must be integers. In turn, we get

C =
m2~2
2µ

. (8)

With the above value of C, the di↵erential equation for the radial part of the
wavefunction R(r) can be written as


� ~2
2µ

✓
@2

@r2
+

1

r

@

@r

◆
+

m2~2
2µr2

+ V (r)

�
R(r) = ER(r) . (9)

Once the explicit form of V (r) is known, one could proceed solving the equation
and derive the energy eigenvalue E and the corresponding eigenfunction R(r).

6.1. Isotropic harmonic oscillator

Let us consider the first concrete problem, a two dimensional isotropic har-
monic oscillator, where the potential energy takes form

V (r) =
1

2
µ!2r2 . (10)

Plugging it into Eq. (9), we get


� ~2
2µ

✓
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@r2
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1

r

@

@r

◆
+

m2~2
2µr2

+
1

2
µ!2r2

�
R(r) = ER(r) . (11)

Defining k =
p

2µE/~2 and � = µ!/~, the above equation becomes

R00(r) +
1

r
R0(r)� m2

r2
R(r) + (k2 � �2r2)R(r) = 0 , (12)

where the 0 means derivative with respect to r. Further define

R(r) = r|m|e��r2/2u(r) . (13)

The di↵erential equation for u(r) is

u00(r) +

✓
2|m|+ 1

r
� 2�r

◆
u0(r)�

�
2�(|m|+ 1)� k2

�
u(r) = 0 . (14)

Next, make coordinate transformation ⇠ = �r2 and treat u as a function of ⇠, we
could get

⇠
d2u

d⇠2
+ (|m|+ 1� ⇠)

du

d⇠
� 1

2

✓
|m|+ 1� k2

2�

◆
u = 0 . (15)
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This equation has the form of the general associated Laguerre di↵erential equation.
The standard way of solving it is to Taylor expand u(⇠) =

P1
n=0 cn⇠

n, plug it into
the equation, and derive the iteration relations among cn,

cn+1 =
n+ 1

2(|m|+ 1� k2/2�)

(n+ 1)(n+ |m|+ 1)
cn . (16)

The series expansion will be truncated into a polynomial if 1
2(|m| + 1 � k2/2�)

is equal to �nr, where nr = 0, 1, 2, . . . is a non-negative integer. Resorting the
definition of k and �, we find the energy eigenvalues are quantized

E = ~!(2nr + |m|+ 1) ,

m = 0,±1,±2, . . . , nr = 0, 1, 2, . . .
(17)

In the following table, we enumerate the lowest few energy levels and the corre-
sponding quantum numbers and degrees of degeneracy

ground state E = ~! nr = m = 0 1

first excited state E = 2~! nr = 0,m = ±1 2

second excited state E = 3~! nr = 1,m = 0 or nr = 0,m = ±2 3

third excited state E = 4~! nr = 1,m = ±1 or nr = 0,m = ±3 4

(18)

There is no upper limit on the possible energy eigenvalues.

Given that the potential energy term for an isotropic harmonic oscillation has
a very special form,

V (r) =
1

2
µ!2r2 =

1

2
µ!2(x2 + y2) , (19)

there is an alternative way of solving the problem just in Cartesian coordinates.
Because the potential energy is simply the sum of those in the x and y directions,
the wavefunction can be factorized into

 (x, y) =  nx(x) ny(y) , (20)

where  nx(x) and  nx(y) are the wavefunctions for two 1D harmonic oscillators,
with corresponding energy eigenvalues

Enx = ~!
✓
nx +

1

2

◆
, Eny = ~!

✓
ny +

1

2

◆
(21)

respectively. The total energy eigenvalue in the 2D case is

E = ~!(nx + ny + 1) , (22)

where nx,y = 0, 1, 2, . . . . It is straightforward to verify that the possible values
of E and the corresponding degeneracy is the same as those listed in Table. 18.



4

Comparing the two approaches o↵ers a nice way of understanding how the solutions
to 2D isotropic harmonic oscillator are organized.

Exercise: work out 3D harmonic oscillator in both Cartesian and spherical coor-
dinates and compare results like above. Pay special attention to the degrees of
degeneracy.

More generally, there are many 2D problems with a central potential that
cannot be written as the sum of potential in each Cartesian direction, unlike the
isotropic harmonic oscillator. In those cases, we have to solve the Schrödinger
equation using the polar coordinates, in the same fashion as we did from Eqs. (10)
to (17).

6.2. Electron moving on a ring

As the second problem, consider a special case where the electron is confined
to a ring with fixed radius R. At the moment, we assume there is no external
potential, thus V = 0. Starting from Eq. (2) and assume that  is only a function
of ' and replace r by R in the equation, leads to

� ~2
2µR2

@2

@'2
 (') = E (') . (23)

We have encountered and solved an equation like this before, Eq. (5), and found

 (') =

r
1

2⇡
eim', m = 0,±1,±2, . . . . (24)

The corresponding energy eigenvalue is

E =
m2~2
2µR2

. (25)

For m > 0, each energy level has a two-fold degeneracy, i.e., the ±m states are
degenerate with each other.

6.3. Ring plus solenoid

Next, let’s consider adding an infinitely long solenoid passing through the
center of the rind and perpendicular to the plane in which the ring resides (assumed
to be the x-y plane). Running an electric current the solenoid could create a
constant magnetic field inside it. We assume the magnetic field strength points
along the z-axis direction, ~B = Bẑ. A picture of this setup is shown below.
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B

R

Clearly, if the solenoid is infinitely long, no B field will leak out of it, thus
the magnetic field strength is zero at the ring location (in blue). Hence we do not
need to worry about the electron spin interactions. However, the presence of the
solenoid and magnetic field still have an impact on the energy levels of the electron
in the ring.

For electron to interact with the external electromagnetic field, we need to
consider the vector potential ~A, which is nonzero outside the solenoid. The mag-
netic field strength ~B is related to ~A as

~B = r⇥ ~A . (26)

Using the Stokes theorem, the total flux of magnetic field strength can be calculated
as

� =

Z

S

d~S · ~B =

Z

S

d~S · (r⇥ ~A) =

I

C

d~l · ~A , (27)

where S is the area where ~B passes through (inside the solenoid), and C is any
closed path around it. For our ring problem, we can consider C to be the along
ring, and choose

~A = A''̂ . (28)

In this case, the righthand side of Eq. (27) can be calculated, and yields � =
2⇡RA'. Therefore, we derive the vector potential

~A =
�

2⇡R
'̂ . (29)

Following the minimal coupling principle, the momentum operator in the Hamil-
tonian make a shift, ~p ! ~p+ e ~A, and the Schrödinger equation becomes,

� ~2
2µR2

✓
@

@'
+

ie�

2⇡~

◆2

 (') = E (') . (30)

The solution to this equation is identical to Eq. (24),

 (') =

r
1

2⇡
eim', m = 0,±1,±2, . . . , (31)
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but the energy eigenvalues become

E =
~2

2µR2

✓
m+

e�

2⇡~

◆2

. (32)

For generic values of flux �, the energy levels shift and the original ±m degeneracy
is broken. Such an energy shift is a pure quantum mechanical e↵ect.

6.4. The Aharonov-Bohm e↵ect

Here we consider an experiment which is topologically similar to the ring
problem, where we send an electron to travel around a solenoid with magnetic
flux. Because electron is not a bounded to a ring, its energy can be adjusted as an
input parameter and does not have to follow the result in Eq. (32). A picture of
this setup is shown below.

An electron is released at point A and detected at point B. We make sure
that the solenoid is well shielded such that electron could only pass on the side of
it (no penetration through). Because there are two topologically di↵erent paths
C1 and C2, interference e↵ect could occur if the wavefunction of electron evolves
di↵erently on the two paths.

To further quantify, we consider the time-dependent Schrödinger equation

� ~2
2µ

 
r+

ie ~A(~r)

~

!2

 (~r, t) = i~ @
@t
 (~r, t) . (33)

where we set V = 0. Here we want to keep the discussion general and keep the
form of ~A implicit. It is useful to define

 (~r, t) =  0(~r, t) exp

✓
� ie

~

Z ~r

~rA

d~r0 · ~A(~r0)
◆

, (34)

where the line integral is along certain path starting from point A, and  0 satisfies
the Schrödinger equation without ~A,

� ~2
2µ

r2 0(~r, t) = i~ @
@t
 0(~r, t) . (35)
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This way, we have completely factorized the ~A field and path dependence into the
exponential. For any path C,

exp

✓
� ie

~

Z

C

d~r0 · ~A(~r0)
◆

, (36)

As a result, the wavefunction of electron completing the paths C1 and C2 will
develop a phase di↵erence factor. The interference term between the two is pro-
portional to

 C1 
⇤
C2

/ exp

✓
� ie

~

Z

C1

d~r0 · ~A(~r0) + ie

~

Z

C2

d~r0 · ~A(~r0)
◆

, (37)

Because the two paths C1, C2 form a closed path C12 around the solenoid, we can
rewrite the interference term as

 C1 
⇤
C2

/ exp
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� ie

~

I

C12

d~r0 · ~A(~r0)
◆

= exp

✓
� ie

~

Z

S

d~S · ~B
◆

= e�ie�/~ . (38)

Notable, this result only depends on the total magnetic flux but not on any par-
ticular form of the paths C1, C2. We are allowed to deform them freely as long
as C12 still encloses the solenoid. This implies that the result has a topological
nature. The corresponding topological phase is

e�

~ . (39)

Such a phase is physical and can be measured experimentally. For example, if
we insert a solenoid to the electron double-slit experiment (see the picture below), it
will cause a vertical shift to the interference pattens on the screen. The magnitude
of the shift depends on the magnetic flux �. (If the � is made time dependent,
the patterns will be dancing on the screen;)

⌅ The end.


